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DEEP LEARNING-BASED ANALYSIS OF
DENTAL X-RAY IMAGES FOR FORENSIC

ESTIMATION OF AGE AND SEX

DOCTORAL THESIS

Supervisor: Professor Marko Subašić, PhD
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Hrvatskog društva za medicinsku i biološku tehniku. Dr. Subašić je aktivno sudjelovao u or-
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Abstract

Forensic odontology is an important branch of forensic medicine focused on the analysis of

dental remains. Dental remains are one of the most stable in regard to blunt force, fire, bac-

terial decomposition, and other external factors, making them a prime candidate for forensic

analysis. The forensic analysis aims to identify human remains, with the most common steps

being the estimation of age and assessment of sex. Assessment of sex, and especially age esti-

mation in adults, are complex problems that require years of training to acquire the necessary

expertise. Current methods of forensic odontology are based on time-intensive, precise manual

measurements paired with reference tables and atlases, which can lead to human error, as minor

differences can lead to a reproducibility problem. Those measurements can be taken directly

on the remains, from casts, or from radiographic images, the latter being the most widely used

approach due to the ease of handling and the ubiquitousness of panoramic dental x-ray imag-

ing. With the rise of artificial intelligence and deep learning-based methods, computer vision

has shown unprecedented success in many domains, including medical image analysis. Age es-

timation, sex assessment, and the additional tasks required to accomplish those tasks are prime

candidates for computer vision and automation. This thesis explores the intersection of deep

learning-based methods for computer vision and forensic odontology. Two neural network ar-

chitectures are proposed, one based on current state-of-the-art image processing architectures

used as feature extractors and attention, and one from the ground-up built around the BiFPN

module for age estimation and sex assessment from dental x-ray images. The hyperparameter

space is exhaustively examined, and the strengths and weaknesses of the best models are ana-

lyzed and compared to the current state of literature. Models are developed for age estimation,

sex assessment, tooth detection and type determination, and segmentation of teeth and dental

alterations (tooth decay, crowns, fillings, and root canal fillings) for panoramic and individual

tooth x-ray images. Multiple variants are trained for each task, either as a different approach to

achieving the same goal or with the intent of understanding the model’s inner workings. Unlike

classic forensic odontology methods, the proposed methods extend to imperfect teeth that can

have alterations, and the impact of those alterations on the performance is extensively exam-

ined. All the proposed methods are evaluated on a dataset of panoramic or individual dental

x-ray images of adults between the ages of 19 to 90 years. The results suggest that the pro-

posed methods perform as well or better than current methods in literature while being fully

automated, reproducible, and multiple orders of magnitude faster.

Keywords: Computer vision, Artificial Intelligence, Neural network, Forensic odontology,

Age estimation, Sex assessment, Tooth type determination, Teeth detection, Segmentation of

teeth and dental alterations



Analiza stomatoloških rendgenskih snimaka za forenzičku es-

timaciju dobi i spola temeljena na dubokom učenju

Forenzička odontologija je grana medicinske forenzike koja se bavi dentalnim posmrtnim osta-

cima s ciljem identificiranja osobe. Prvi koraci u forenzičkom procesu je odred̄ivanje demograf-

skih podataka osobe - dobi i spola. Iako ne uvijek, u velikom broju slučajeva su te dvije infor-

macije dovoljne za identificiranje osobe. Odred̄ivanje dobi i spola je kompleksan problem koji

zahtjeva višegodišnje usavršavanje stručnjaka. Metode odred̄ivanja dobi i spola su kompleksne,

te zahtijevaju značajnu količinu vremena i precizno ručno mjerenje dimenzija zuba i zubnih

struktura. Mjerenja se mogu raditi na samim dentalnim posmrtnim ostacima, na gips-kopijama

ili na radiografskim snimkama, pri čemu su radiografske snimke, posebice panoramske dentalne

rendgenske snimke, najpopularnije. Te mjere se koriste u kombinaciji s raznim linearnim mode-

lima, referentnim tablicama i atlasima, ovisno o dodatnim procjenama koji stručnjak forenzičke

odontologije radi tijekom analize. Male razlike u mjerama i pretpostavkama, i male greške kod

usporedbe s referentnim tablicama mogu dovesti do pogrešne procjene, što u konačnici uvodi

potencijalnu ljudsku grešku u forenzički proces. Umjetna inteligencija i metode bazirane na

dubokom učenju su doveli do revolucije na području računalnog vida. Primjena dubokih neu-

ronskih mreža se proširila po mnogobrojnim područjima, što uključuje i medicinu, gdje mod-

eli dubokog učenja vrše analizu medicinskih snimki. Forenzička odontologija, posebice proc-

jena dobi, spola i popratnih zadataka, su odličan kandidat za automatiziranje pomoću metoda

dubokog učenja. Ova doktorska disertacija istražuje upravo to interdisciplinarno područje um-

jetne inteligencije i metoda forenzičke odontologije za procjenu dobi i spola.

Prvo poglavlje je uvod u disertaciju, i daje opis i širu sliku problema, te objašnjava moti-

vaciju za pristup za istraženi pristup. Objašnjeni su i znanstveni doprinosi disertacije, i pregled

na koji način su ostvareni. Znanstveni doprinosi disertacije se fokusiraju na izradu modela

temeljenih na dubokom učenju za zadatke forenzičke odontologije za procjenu dobi i spola.

Takod̄er je u prvom poglavlju dan pregled strukture disertacije.

Drugo poglavlje postavlja temelje na kojima su grad̄ene metode zasnovane na dubokom

učenju. Analiziran je perceptron, prototip gradivnih jedinica modernih neuronskih mreža. Per-

ceptronova osnovna formulacija je snažan klasifikator, ali se tek u konfiguraciji beskonačne

širine ili beskorisne dubine dokazuje teorem univerzalnog aproksimatora. Teorem univerzalnog

aproksimatora kaže da se niz perceptrona u konfiguraciji beskonačne širine ili dubine može

biti proizvoljno točan aproksimator bilo koje funkcije. Da bi se takva neuronske mreža mogla

naučiti, potrebno je uvesti algoritam unazadne propagacije greške, tzv. backpropagation algori-

tam. Algoritam unazadne propagacije greške je primjena lančanog pravila derivacije. Pomoću

tog algoritma se računa derivacija greške u odnosu na svaki parametar, te se koriste metode

gradijentnog spusta za optimizaciju. Klasični gradijentni spust pomiče parametre neuronske



mreže u smjeru suprotnom od smjera gradijenta, prema minimumu. Kako se radi o iznimno

nekonveksnom problemu, razvijene su metode kao Adam, koje uvode dodatne parametre i mo-

mente, te tako izbjegavaju neke probleme koje mogu nastati tijekom treniranja modela temel-

jenog na dubokom učenju. Ti novouvedeni parametri se zovu hiperparametri, i razlikuju se

od parametara neuronske mreže po tome što se ne podešavaju tijekom treniranja niti pomoću

optimizacijskog algoritma, već se moraju podesiti "ručno". Mogu se koristiti algoritmi pretraži-

vanja za efektivno pronalaženje dobrih vrijednosti hiperparametara, kao što su Bayesovo pre-

traživanje, pretraživanje po rešetki, i slučajno pretraživanje. Konačno, dobiveni modeli su tzv.

"black-box" modeli, modeli koje ne možemo objasniti konvencionalnim metodama. Metode

prekrivanja i gradijentske metode kao GradCAM omogućavaju uvid u rad modela. U drugom

dijelu poglavlja se radi analiza trenutnog stanja literature. Pregled razvoja područja forenzičke

odontologije pokazuje kako se rano otkrilo da su kosti i zubi korisni indikatori za procjenu

dobi i spola, te da su zubi značajno stabilniji na utjecaj okoline od drugih dijelova tijela. Rane

metode su uništavale posmrtne ostatke, ali se proširivanjem tehnologije radiografskog snimanja

taj problem uklonio. Danas se koristi 6 načina radiografskog snimanja dentalnog sustava, ali je

najučestalija metoda panoramska dentalna radiografska snimka. Za procjenu dobi je došlo do

razvoja tri fundamentalna pristupa, Kvaal et al., Drusini et al., i Cameriere et al., na kojima je

većina današnjih metoda temeljena. Prvi pokušaji za procjenu dobi metodama temeljenim na

dubokom učenju daju obećavajuće rezultate, ali su većinom grube kategorizacije u široke dobne

skupine ili su fokusirane na djecu, što je značajno lakši problem. Za procjenu spola ne postoje

fundamentalne metode, ali postoji širok raspon metoda temeljen na mandibularnim i drugim

dentalnim mjerama i ne-metričkim indikatorima. Postoje i metode koje pokušavaju ostvariti

procjenu spola pomoću metoda zasnovanih na dubokom učenju, koje koriste posebno razvijene

jednostavne arhitekture neuronskih mreža, i koje daju obećavaju rezultate. Odred̄ivanje tipa

zuba je standardiziran postupak u forenzičkoj odontologiji, a za metode zasnovane na dubokom

učenju se obično kombinira detekcija zuba s odred̄ivanjem tipa koristeći razne klasifikacijske

sustave za tip. Istraživanja o segmentacijskim modelima zasnovanim na dubokom učenju su još

u početcima, gdje različita istraživanja dobivaju obećavajuće prve rezultate segmentacije zuba,

dok segmentacija dentalnih intervencija nije značajno istražena.

Treće poglavlje se bavi analizom i pripremom podataka koji se koriste za izradu i evaluaciju

metoda predloženih u ovoj disertaciji. Inicijalni skup slika se sastoji od 4035 panoramskih den-

talnih rendgenskih snimki od ukupno 3994 osobe. Omjer ženskih i muških uzoraka je 58.7% :

41.3%, a dobni raspon je od 19 do 90 godina. Skup podataka je podijeljen na skup za učenje,

validaciju i testiranje na temelju osoba, tako da se ista osoba ne može pojaviti u npr. skupu

za treniranje i testiranje. U podatkovnom skupu 2899 slika ima oznake pozicija zuba, koje su

iskorištene za izradu dodatnog skupa podataka rendgenskih slika pojedinih zubi koji se sastoji

od 86495 slika. Podskup od 7630 slika ima dodatne anotacije zubnog statusa, koje se koriste
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za evaluaciju utjecaja dentalnih intervencija na performanse modela. Takod̄er je dodatni pod-

skup panoramskih dentalnih slika, njih 813, označeno s detaljnim segmentacijskim mapa koje

uključuju svaki pojedini zub posebno, te sve dentalne intervencije koje su vidljive na snimci.

Četvrto poglavlje opisuje i analizira arhitekture neuronskih mreža koje su korištene za re-

alizaciju istraživanja. Prva arhitektura spaja mehanizam pažnje s najuspješnijim arhitekturama

za analizu slika u literaturi, koji se koriste kao ekstraktor značajki. Ta arhitektura ima če-

tiri hiperparametra: koja se arhitektura koristi za izdvajanje značajki, broj kanala u zadnjem

konvolucijskom sloju, mogućnost isključivanja mehanizma pažnje, i broj neurona u potpuno

povezanom sloju. Druga arhitektura je grad̄ena oko BiFPN modula, načina za korištenje znača-

jki na više dimenzija za izračun konačne procjene. Ta arhitektura ima šest hiperparametara: dva

koja definiraju veličinu početnih konvolucija, broj BiFPN slojeva u modulu, broj značajki koje

BiFPN računa, broj kanala koji vraća mehanizam kompresije, te broj neurona u zadnjem pot-

puno povezanom sloju. Iako obije arhitekture imaju isti zadatak, druga arhitektura je definirana

sa značajno manjim brojem podesivih parametara, njih 2-5% u odnosu na prvu arhitekturu, što

je čini manje zahtjevnom i bržom za računanje.

Peto poglavlje daje detaljan uvid u metodologiju disertacije, pregled kombinacija algoritama

pretraživanja i detalje pristupa za svaki pojedini forenzički zadatak. Bayesov algoritam pretraži-

vanja može smanjiti ukupni broj evaluiranih modela koristeći Bayesov teorem, ali se evaluacije

izvršavaju uzastopno. Kako je svaka evaluacija zapravo treniranje modela do konvergencije, taj

postupak zahtjeva ogromnu količinu vremena. Predložena je kombinacija algoritma pretraži-

vanja po rešetki i slučajnog pretraživanja. Algoritam pretraživanja po rešetki može dati dobar

pregled ograničenog potprostora pretraživanja, a izvršavanje se može vršiti paralelno. Sluča-

jno pretraživanje se čini neintuitivnim, ali se analizom vjerojatnosti može pokazati da je za 60

iteracija vjerojatnost da je pronad̄en rezultat unutar 5% od najboljeg rezultata u ograničenom

potprostoru jednaka 95%. Povećavanjem brojem evaluiranih modela se povećava vjerojatnost

ili smanjuje tolerancija odstupanja, što omogućava efektivno prilagod̄avanje metode pretraži-

vanja dostupnim resursima. Kombinacijom slučajnog pretraživanja i pretraživanja po rešetki

se dobiva iterativni algoritam koji može većinu evaluacija izvršavati paralelno, a vjerojatnosna

analiza pokazuje vjerojatnosti pronalaska modela zadovoljavajućih performansi. Predložena su

dva načina treniranja, brzi i spori. Brzi način treniranja koristi adaptivne optimizacijske metode

i veću stopu učenja, čime se dobivaju modeli lošijih performansi, ali jednakih relativnih per-

formansi. Drugim riječima, ako dva modela treniramo brzo i sporo, model koji je bio bolji

tijekom brzog treniranja će biti bolji i nakon sporog treniranja, iako će oba modela imati bolje

performanse od brzo treniranih pandana. Spori pristup koristi osnovni gradijenti spust, jer is-

traživanje pokazuje da ne-adaptivni optimizatori dovode do modela koji bolje generaliziraju.

Takod̄er se koristi funkcija koja računa stopu učenja ovisno o epohi, tzv. "cosine annealing with

warm restarts", koja zajedno s gradijentnim spustom daje u prosjeku modele boljih rezultata.
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Za sporo treniranje je dodana i augmentacija slika, postupak dodavanja šuma i generiranja više

raznolikosti u skupu podataka. Svim forenzičkim zadacima se pristupa na dva načina - proc-

jena iz cijele panoramske dentalne snimke, i procjena iz rendgenske snimke pojedinog zuba.

Za procjenu dobi se radi procjena regresijom, ali se radi i procjena pomoću distribucije vjero-

jatnosti. Na temelju procijenjene distribucije se računa očekivana vrijednost, koja se uzima

kao procjena dobi, a standardna devijacija distribucije se koristi kao regularizacijski faktor. Za

dob se takod̄er treniraju modeli za tri anatomske regije interesa radi utvrd̄ivanja doprinosa po-

jedinog dijela dentalnog sustava procjeni, te se provjerava doprinosi li stratifikacija po dobi

boljim rezultatima. Procjeni spola i odred̄ivanju tipa se pristupa kao klasifikacijskom problemu.

Odred̄ivanje tipa se radi samo na temelju rendgenske slike pojedinog zuba, ali se treniraju mod-

eli za četiri različita klasifikacijska sustava, 32-klasni, 16-klasni, 8-klasni i 4-klasni sustav. Za

segmentaciju zubi i dentalnih intervencija su evaluirane 3 arhitekture (UNet, FCN, i DeepLab

v3) i njihove varijante, što je ukupno 12 arhitektura. Pronad̄eni su najuspješniji modeli za svaki

segmentacijski slučaj (zubi i četiri intervencije). Testira se segmentacija cijele panoramske

dentalne rendgenske snimke, rendgenske snimke pojedinog zuba, i segmentacija intervencija

na rendgenskoj snimci pojedinog zuba s uklonjenim okolnim tkivom. Za detekciju zuba je

evaluirana trenutno najuspješnija mreža za detekciju objekata, YOLO v5. Evaluirane su sve

varijante tog modela, njih osam, te su testirane i uspješnosti temeljene na veličini ulazne slike.

Analizirana je varijanta kada se samo pronalazi zubi, ali su dodatno evaluirani modeli detekcije

koji paralelno s detekcijom rade i procjenu tipa zuba, za svaki od 4 klasifikacijska sustava.

U šestom poglavlju se daje pregled rezultata istraživanja, radi se iscrpna analiza rezultata i

performansi modela, te se uspored̄uje uspješnost s trenutnim stanjem u literaturi. Za direktnu

procjenu dobi iz panoramske dentalne rendgenske slike se pokazuje da model s augmentacijom

i bez stratifikacije radi najbolje, i da se postiže prosječna greška od 3.96 godina, i medijalna

greška od 2.95 godina. S porastom godina greška raste. Zubi i okolno koštano tikovo neza-

visno doprinose procjeni, a zubi su indikativniji. Procjenom pomoću distribucije vjerojatnosti

se postižu bolji rezultati, te prosječna greška pada na 3.60 godina, a medijalna greška pada

na 2.76 godina. Ti rezultati pokazuju da predložena metoda daje bolje rezultate od trenutnog

stanja u literaturi. Procjena dobi iz rendgenske snimke pojedinog zuba radi lošije, ostvaru-

jući prosječnu grešku od 6.55 godina i medijalnu grešku od 5.32 godine. Za zdrave zube bez

intervencija ta greška pada na 6.15 godine (prosjek) i 4.94 godine (median). Intervencije u

prosjeku pogoršavaju rezultate, a ispun korijena to čini najviše. U odnosu na stanje u literaturi,

predloženi pristup ostvaruje jednake rezultate, ali je istovremeno u potpunosti automatiziran i

podržava analizu zuba s intervencijama. Za procjenu spola se vidi sličan trend s godinama,

gdje su rezultati za starije uzorke u prosjeku lošiji. Model temeljen na BiFPN modulu postiže

bolje rezultate, unatoč tome što je 45 puta manji od modela s pažnjom. GradCAM analiza in-

terpretabilnosti pokazuje da je model naučio prepoznati spol na temelju anatomski relevantnih
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regija. U odnosu na trenutno stanje u literaturi, predloženi pristup ostvaruje najbolje rezultate.

Za panoramske dentalne rendgenske slike postignuta je točnost od 97.04%. Procjena spola iz

slike pojedinog zuba je kompleksnija zadaća, jer slika zuba sadrži značajno manje informacija.

To se reflektira i u rezultatima s općom točnosti od 75.44%, i s točnosti od 76.41% na zdravim

uzorcima bez intervencija. Intervencije pogoršavaju rezultate, ponajviše ispuni korijena. Grad-

CAM analiza pokazuje da se najviše pažnje posvećuje kruni zuba. U odnosu na trenutno stanje

u literaturi, predloženi pristup postiže jednake rezultate, ali je u potpunosti automatiziran i neko-

liko redova veličine brži. Evaluacijska segmentacijskih modela je pokazala da je velika varijanta

UNeta gotovo uvijek najuspješnija za sve zadatke, i da to vrijedi za segmentaciju panoramske

rendgenske snimke i rendgenske snimke pojedinog zuba u obije inačice. Intervencija koja se

najbolje segmentira je kruna. U usporedbi s trenutnim stanjem literature, rezultati segmentacije

pojedinog zuba su jednaki ili bolji od dosadašnjih istraživanja, rezultati segmentacije karijesa

su lošije, a istraživanja segmentacija drugih intervencija trenutno nema u literaturi. Detekcija

zuba je najuspješnija s modelom srednje složenosti i najvećom mogućom slikom ortopana. Ako

se istovremeno odred̄uje tip, rezultati se poboljšavaju, pri čemu su najbolji rezultati za 4-klasni

pristup. Slično vrijedi i za odred̄ivanje tipa zuba iz rendgenske snimke pojedinog zuba, gdje

pristupi s manje klasa imaju bolje rezultate od pristupa s više klasa. U odnosu na trenutno

stanje u literaturi, rezultati predložene metode su jednaki ili bolji.

Sedmo i zadnje poglavlje je zaključak. Iz rezultata istraživanja se može zaključiti da su pred-

ložene arhitekture valjane, te da je BiFPN arhitektura gotovo jednako uspješna unatoč tome što

je i do 40 puta manja od uobičajenih. Pristup pretraživanja i podešavanja hiperparametara kom-

binacijom pretraživanja po rešetki i slučajnog pretraživanja je uspješan. Razlike izmed̄u brzog

i sporog treniranja su značajne, pri čemu je med̄usobni poredak uspješnosti modela podjednak,

što ubrzava kompletni proces pretraživanja i treniranja. Rezultati procjene dobi su u svakom

slučaju bolji od trenutnog stanja u literaturi, a pristup s procjenom vjerojatnosne distribucije i

regularizacije pomoću standardne devijacije te distribucije daje značajno bolje rezultate. Proc-

jena spola je takod̄er uspješna, pri čemu je procjena iz panoramske snimke značajno bolja od

procjene iz pojedine rendgenske snimke zuba. Tip se takod̄er može uspješno odrediti neuron-

skom mrežom, pri čemu je uspjeh veći za klasifikacijske pristupe s manje klasa. Isti je slučaj za

detekciju. Intervencije u prosjeku pogoršavaju točnost svih procjena, posebice ispun korijena.

Segmentacijski modeli su takod̄er uspješni, kako za pojedini zub, tako i za dentalne intervencije.

Svi predloženi pristupi, osim segmentacije karijesa, rade jednako dobro ili bolje od trenutnog

stanja u literaturi, dok su istovremeno u potpunosti automatizirani, reproducibilni, i nekoliko

redova veličine brži od trenutnih metoda.

Keywords: Umjetna inteligencija, Neuronske mreže, Forenzička odontologija, Procjena

dobi, Procjena spola, Odred̄ivanje tipa zuba, Detekcija zuba, Segmentacija zuba i dentalnih
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Chapter 1

Introduction

1.1 Overview

Forensic odontology is a subspecialty of dentistry that focuses on the identification of a person

through the analysis of dental remains. The methods of forensic odontology are standard tools

in the forensic process, as they can reliably provide demographic information, age and sex,

about the remains of a person. Human dental remains are among the strongest and most re-

silient, showing very high resistance to external damage, be it anything from direct application

of force to exposure to fire, and additionally also being very resistant to bacterial decomposi-

tion, making them a prime candidate for forensic examination [1, 2, 3]. While often used in

judiciary cases, forensic odontology has a broader application, as it is a permanent fixture in

archaeology and anthropology. Age and sex are expressed differently in different people, yet

some commonalities are found across all humans, serving as the basis for forensic analysis.

During our early days, dental development is on a strict, genetically defined schedule. Minor

variations do occur from person to person and even from population to population, but those

discrepancies never deviate more than a few months. However, once the teeth mature and their

development stops, all developmental indicators cease being useful. Nevertheless, estimating

the age and assessing the sex is a necessity in modern forensics, and dental remains are the

prime candidate for this task. By extension, determining the tooth type is a sub-task of both as

observations differ between different tooth types, and tooth alterations need to be ascertained to

avoid their negative impact on the forensic analysis.

All current forensic odontology methods for age estimation and sex assessment, be they

applied directly on dental remains, dental casts, or radiographic images (most often panoramic

dental x-ray images), require manual measurements. Those measurements are painstakingly

taken by highly trained forensic odontology experts, which can take between 25 to 35 min-

utes per sample. Once the measurements are completed, they are used to calculate indicative

features, like dimension ratios of different anatomical parts, which are then compared to vari-
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ous reference tables based on some other observations and assumptions. Nonmetrical methods

avoid those repetitive and tedious by directly comparing the morphology to some reference at-

lases, usually yielding worse results. Reference tables, atlases, and the linear models developed

alongside them, while in principle equal, also differ from population to population. Still, all ap-

proaches suffer from their common element - human error. Measurements can be taken slightly

differently, and visual matching to reference atlases is subjective, ultimately leading to minor

discrepancies that can make results hard to reproduce. Current studies in literature also form

their models, for deep learning scales, on small sample sizes, and they have strict exclusion cri-

teria based on any alterations a tooth can have. The need to establish if and which alterations a

tooth has and the need to determine the tooth type to apply known methods properly can further

exacerbate the complexness of forensic odontology analysis.

With the breakthrough success of convolutional neural networks, deep learning-based meth-

ods have started to make their way into medical applications like medical image analysis [4, 5].

The cornerstone methods of contemporary forensic odontology for estimating age and assess-

ing sex are based on radiographic imaging. Highly trained experts take the required mandibular

and dental anatomy measurements from panoramic dental x-ray images. Such a medical image

analysis problem is an outstanding candidate for modern computer vision approaches. Specifi-

cally, age estimation can be formulated as a regression problem, sex assessment and tooth type

determination can be formulated as a classification problem, tooth alteration analysis can be

formulated as a segmentation problem, and individual teeth can be isolated if the task is formu-

lated as a detection problem. More importantly, all those tasks can be expressed as supervised

learning problems, reducing the amount of data needed and allowing for proper, exhaustive,

and accurate performance evaluation. Deep learning-based approaches for age estimation, sex

assessment, tooth type determination and detection, and tooth alteration segmentation would

empower forensic odontology experts to focus on more complex tasks, while the tedious and

repetitive tasks are done by the deep learning model in a fraction of the time.

1.2 Scientific contributions

This thesis focuses on the forensic odontology tasks of age estimation and sex assessment from

panoramic dental x-ray images using deep learning-based methods. As sturdy as dental re-

mains are, situations where only some teeth are available instead of the entire mandible can

occur. Therefore, multiple deep learning-based models for age estimation and sex assessment

are developed, which can perform their task either on full panoramic dental x-ray images or

x-ray images of individual teeth. Two neural network architectures are proposed, one based

on the recently very successful attention mechanism [6], and the other engineered around the

BiFPN module. To comprehensively analyze the performance of those models, result trends,
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strengths, weaknesses, biases, and to ultimately gain a complete understanding of their capa-

bilities, additional models have been trained focused on the determination of tooth type, the

segmentation of teeth and dental alterations, and the detection of individual teeth in panoramic

dental x-ray images. The work in this thesis expands its aim by including teeth with dental al-

terations, which are conventionally excluded from studies as they are deemed unfit for forensic

analysis. The tooth type is an important data point that experts require to apply contempo-

rary forensic odontology methods; automation of this forensic task can improve the efficiency

and reliability of already existing methods. In addition to the direct regression approach, an

approach that estimates the age’s probability distribution is proposed for age estimation. This

approach effectively introduces the models’ certainty in its proposed result, which has a positive

knock-on effect on overall performance. To conclude, the scientific contributions of this thesis

can be summarized as:

1.Classification model for sex assessment from dental x-ray images based on deep convo-

lutional neural network.

2.Regression model for age estimation from dental x-ray images based on deep convolu-

tional neural network.

3.Deep learning-based region proposal model for tooth status assessment from dental x-ray

images.

1.3 Organization of the thesis

The thesis is divided into seven chapters. The first chapter introduces the forensic odontology

problems of age estimation and sex assessment, as well as the auxiliary tasks of tooth type deter-

mination, tooth and dental alteration segmentation, and tooth detection. The scientific contribu-

tion of this thesis is discussed, and this very overview of the thesis structure is given. The second

chapter is an introduction to deep learning-based methods, neural networks, modern computer

vision, an overview of forensic odontology methods for age estimation, sex assessment, tooth

type determination, tooth and dental alteration segmentation, and tooth detection, and a review

of the current state of literature. This chapter lays the foundation upon which this thesis is built.

Data is the basic building block to developing deep learning-based approaches successfully.

The third chapter fully explores the data used in this thesis, discusses its features and biases,

and gives a detailed breakdown of how the data was processed and prepared for this research.

The fourth chapter presents the two proposed neural network architectures. The first section of

Chapter 4 describes the construction of the neural network architecture based on state-of-the-art

image analysis feature extractors and attention and the mechanisms built-in to scale the model’s

capacity effectively. The second section of Chapter 4 goes into detail about the motivation and

construction of the BiFPN-based model, the neural network architecture developed for forensic
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odontology image analysis entirely engineered around the BiFPN module. The fifth chapter

meticulously explains the methodology used to develop the deep learning-based approaches

and the developed approaches themselves. Finally, the sixth chapter demonstrates the results

of the developed deep learning-based approaches. It exhaustively analyzes the models’ results,

performance, and interpretability, discusses the proposed methods’ strengths and weaknesses,

and compares them with current methods found in the literature. The seventh chapter serves

as a conclusion to this thesis, giving a broad-strokes overview of the developed methodology

and placing this thesis in the context of the current state of forensic odontology for the tackled

forensic tasks.
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Chapter 2

Computer vision, medical image analysis,
and forensic odontology

2.1 Computer vision, image analysis, and neural networks

From its humble beginnings till now, computer vision is a ubiquitous technology used in many

facets of modern life, be it in industrial applications, medical research, or even astrophysics re-

search. From the early theoretical work in the mid-1960s during MIT’s Project on Mathematics

and Computation, over the first proper practical applications like the Viola-Jones detector [7],

the eventual rise of deep learning-based methods like neural networks is in thanks to Rosen-

blatt’s research and his formulation of the "perceptron" [8, 9]. The perceptron, in its basic form,

is a binary classifier defined as:

f (x) =

1 w ·x+b > 0

0 otherwise
(2.1)

Where x is the input vector, w are the learnable parameters, and b is the learnable bias. While

this is a learning-based approach, this still does not qualify as "deep" learning, nor is the per-

ceptron capable of learning any arbitrary task. There are two configurations of perceptrons

that avoid this issue according to the universal approximation theorem, the "arbitrary width"

[10] and "arbitrary depth" [11] cases. It might appear that multiple perceptrons would not im-

prove the performance, as it could be interpreted as multiple linear operations in a row, which

can be simplified to a single linear operation. Activation functions are functions that introduce

non-linearity to the perceptron, like the sigmoid function and the Rectified Linear Activation

function (ReLU [12, 13]). They non-linearly transform the weighted sum, thus preventing this

reduction of linear operations. The two cases of the universal approximation theorem are en-

abled by the introduction of backpropagation [14], the learning algorithm which uses gradient
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descent to propagate the errors through the network in order to adjust the learnable weights.

The infinite case was shown to work in theory; it is, however, practically unfeasible. Soon af-

ter the initial universal approximation theorem studies, it was shown that neural networks with

a minimized number of free parameters could enhance the generalization ability of the neural

network [15].

All this opened the door to applying neural networks to different domains, which for images

resulted in convolutional neural networks [16]. These theoretical fundamentals were proven

early, but the required raw compute power was unavailable, resulting in a two-decade-long

"AI winter." The great change came with the implementation of backpropagation for Graphical

Processing Units (GPUs) [17]. Graphical Processing Units fundamentally differ from Central

Processing Units (CPUs). Central Processing Units are general processors, initially with no par-

allelization, their performance mainly defined by their clock speed. Graphic Processing Units

are specifically designed for the calculations required to construct an image. Computer graph-

ics as a field of computer science is very complex, but to (overly) simplify, it relies on fast

matrix multiplications. To achieve high performance for matrix multiplication, GPUs have an

extremely high degree of parallelization, albeit at a slower clock speed. Computations in neural

networks are essentially built on matrix multiplications and other highly parallelizable opera-

tions, making neural networks and GPUs a great match. Contemporary hardware is designed

with neural networks in mind, extending their instruction sets to accommodate their require-

ments, all of which ultimately lead to a speedup of multiple orders of magnitude and helped to

usher in the universal success of neural networks.

Learning-based approaches are learning-based because their parameters are adjusted, i.e.

learned from some data. The most intuitive approach is supervised learning, where the model

learns to map from the domain of the input to the domain of the target directly. Formally, a

learning based model f (x|θ) is defined as f : Rn → Rm, where x is the input data, θ are the

learnable parameters of the model, n is the dimension of the input data, and m is the dimension

of the target data. For example, a deep learning-based model f which estimates the age from

a 256 by 256 px x-ray image of a tooth will have an input dimension of n = 2562 and a target

dimension of m = 1 (one number, the estimated age). To find the optimal model parameters

θ for some objective function L, the expected loss L ∗(θ) needs to be defined over the data

distribution pdata as:

L ∗(θ) = E(x,y)∼pdata
L( f (x|θ),y) (2.2)

However, it is in practice unfeasible to determine the data distribution pdata. Thus, the expected

loss needs to be approximated. It is approximated on a finite set of independent and identically
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distributed samples from the data distribution as follows:

L (θ) =
1
N

N

∑
i=0

L( f (xi|θ),yi) (2.3)

N is the number of samples, and (xi, yi) is the i-th sample from the finite dataset. The assumption

that the samples are independent and identically distributed means that a) a sampled data point

does not influence the data points sampled in the future, and b) that they are sampled from the

same data distribution pdata. The more samples are available, the closer the approximation is

to the optimal solution, leading to the optimal model parameters. As all operations in a neural

network are differentiable, the backpropagation algorithm [14] can calculate gradients for all

learnable weights, which is then used for optimization. The optimization problem is formally

defined as:

θ
∗ = argmin

θ

1
N

N

∑
i=0

L( f (xi|θ),yi) (2.4)

Originally, the most commonly used optimization algorithm was Stochastic Gradient De-

scent (SGD), but a wide variety of gradient descent optimization algorithms for neural networks

have been developed [18]. SGD is the most intuitive approach, as it directly moves the model

parameters in the opposite direction of the gradient towards a minimum. Formally, SGD can be

summarized as:

θt+1 = θt −η∇θL (θt) (2.5)

In this formulation, θt are the learnable parameters of the model at step t, η is the learning rate,

and ∇θL (θt) are the calculated gradients. The learning rate is important, as very large values

will not allow for convergence, and very small values significantly slow down the optimization

process and tend to converge in local minima that generalize poorly. Adaptive optimization

methods, methods that modify the learning rate during the optimization process, have become

more popular as they tend to produce sufficient results in less time and require less learning

rate tuning. These approaches modify the effective learning rate in different ways, depending

on the specific algorithm in question. The most popular and generally successful optimizer

is Adam [19]. It utilizes exponentially moving averages and introduces multiple additional
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hyperparameters alongside the learning rate. Formally, Adam is defined as:

mt = β1mt +(1−β1)gt (2.6)

vt = β2vt−1 +(1−β2)g2
t (2.7)

m̂t =
mt

1−β t
1

(2.8)

v̂t =
vt

1−β t
2

(2.9)

θt = θt−1 −η
m̂t√
v̂t + ε

(2.10)

In this formulation, β1 and β2 are hyperparameters that control the moving average, gt is the

gradient at step t, and ε is an arbitrarily small value used for numerical stability. Despite the

additional control given by the inclusion of the additional hyperparameters, research shows that

models trained with pure stochastic gradient descent with a properly tuned learning rate gen-

eralize better than adaptive methods [20]. However, research also shows that a fixed learning

rate schedule improves overall model performance [21]. While this will not outperform a per-

fectly tuned learning rate for SGD, it will improve the average outcome. As with optimization

algorithms based on gradient descent, many learning rate scheduler approaches have their own

strengths and weaknesses. Cosine annealing with warm restarts is one such approach, bor-

rowing motivations from simulated annealing [22] by introducing a period length in which the

learning rate gradually decreases until it snaps back to its initial value. This thesis extensively

uses this learning rate scheduler, and a deeper analysis of this learning rate scheduler is shown

in Chapter 5, Section 5.2.3.

Both optimizers and learning rate schedulers introduce multiple hyperparameters as a trade-

off. A hyperparameter is defined as a parameter of the optimization process which is not ad-

justed by the optimization process. For example, those are parameters like the learning rate, β1

and β2 for the Adam optimizer, and the length of the cooling-down period for cosine anneal-

ing with warm restarts. While they might seem mundane or even unimportant at first, research

shows that proper tuning of those hyperparameters is an extremely significant contributor to the

trained models’ performance [23]. In the model architecture, every connection that exists or

does not exist can unto itself be considered a hyperparameter. Hyperparameters define a space

wherein each point is a possible solution; some solutions are good, and some are not. As those

parameters are not differentiable, and as they do not form a convex problem, therefore classic

search algorithms are used. Every potentially good solution needs to be evaluated, which in

practice means that a model needs to be trained with those hyperparameters, making the search

slow and expensive. Bayesian search uses the Bayesian theorem to create and update a model

of the hyperparameter solution space and propose which hyperparameters are worth evaluat-

ing [24]. Grid search [25] evaluates equidistant solutions in a subspace of the hyperparameter
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Figure 2.1: A representation of a 3D tensor. A 3D tensor can be imagined as a stack of 2D images of
the same width and height. The number of images in this stack is the depth of the tensor, which can also
be described as the number of channels. In computer vision, a tensor of this shape is sometimes called a
feature map.

space, effectively spanning an N-dimensional grid in hopes of finding a good solution. The

approach relies on a good subspace selection and a high sample count. Random search [26],

as its name suggests, evaluates random points, which at first sight does not seem like a good

strategy, but gives strong statistical guarantees and works well in practice. A benefit of the grid

and random search compared to Bayesian search is that all evaluations are fully independent,

allowing for strong parallelization of the search. This thesis makes strong use of hyperparame-

ter optimization, and a detailed analysis of the proposed search solution is shown in Chapter 5,

Section 5.2.

Fully-connected networks, as have been proposed by Rosenblatt [8, 9] are theoretically

universal approximators, but as shown by LeCun [16], a minimization of free parameters is in

practice good for generalization. The search and model space can be significantly reduced by

introducing a set of inductive biases, which is achieved by introducing different types of layers.

The structure of images is well known, as are some useful properties. These can and have

been used to construct a neural network layer that is well suited for the task of image analysis.

Images are 3D structures (width, height, and color channel), and related pieces of information

are usually close to each other. In less abstract terms, in a picture of a dog, all the pixels related

to the dog will be close together - they show the dog "object." This mathematical structure is

also called a tensor. A visualization and explanation of a tensor and its dimensions is shown in

Figure 2.1.

The neural network thus does not need to look all over the image to extract relevant infor-

mation about; it can thus focus on a pixel’s immediate neighborhood. The convolutional layer

has been constructed to exploit those properties. A convolutional layer is defined by an N by N

matrix of learnable parameters called a kernel, which processes its input (a tensor) in a sliding-
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Input Convolutional
kernel
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Figure 2.2: Visualization of how a tensor is processed by convolution. The convolution layer processes
the input tensor with a sliding window, calculating the weighted sum as defined by its kernel for each
position within it, thereby producing the output tensor.

window fashion. N is a hyperparameter that defines the size of the kernel, which defines the size

of the sliding window. A visualization of a convolutional layer is shown in Figure 2.2. Con-

volutional layers can, but do not have to, change the tensor’s shape, which is determined by its

other hyperparameters. Those hyperparameters include the stride, the step or distance between

two sliding windows, and the padding, the filler values added to all sides of the spatial dimen-

sions. A more direct approach to the manipulation of the tensor shape is realized in the form

of pooling layers. Pooling layers work similarly to convolutional layers, and they are defined

by their kernel size, stride, and padding, but they do not have a kernel of learnable parame-

ters. Instead, they apply a specific function to their sliding windows, most often the maximum,

minimum, or average function. By default, their stride is equal to the kernel size, resulting in

no overlapping windows and a halving of the spatial dimensions (but no change to the number

of channels). Still, convolutional layers do not universally solve all image analysis problems,

as there are countless ways to connect those layers into a computer vision neural network ar-

chitecture. Luckily, years of research have produced universally successful architectures, with

the most notable being DenseNet201 [27], InceptionResNetV2 [28], ResNet50 [29], VGG16,

VGG19 [30] and Xception [31]. Performance varies between architectures, partly due to their

capacity, architecture, the domains they are applied to, the amount and type of data available,

and many other known and unknown unknowns.

Data availability is a general problem for almost every researcher in the field of deep

learning-based methods. The problems with data can be broad, be it for specific biases in the

collected data [32], or from an overall difficulty in acquiring data. An interesting property of im-

ages is that images, even when slightly modified, still represent the same object. In other words,

an image of a dog is an image of a dog, even if it is mirrored, flipped upside-down, resized, or

blurred. With the introduction of this kind of noise, additional samples can be generated, effec-
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tively expanding the dataset. In general, by adding noise to the data, the network should be able

to pick up on some underlying general patterns and features which help it to generalize better

[33]. The generation of virtual samples by introducing noise is called image augmentation. Im-

age augmentation has its limits. The modifications applied to the image cannot entirely distort

the image. What is a suitable modification varies from task to task, as the same modification

might improve the training outcome for one task and fully destroy the necessary information for

another. The choice and magnitude of the applied modifications are additional hyperparameters

that must be tuned appropriately. Another approach to solving issues stemming from a limited

dataset is the usage of pretrained model weights [34]. The same convolutional neural network

architecture can be trained for different tasks. Laboratories and companies with huge resources

train deep learning-based models for general image analysis tasks on enormous datasets of 10s

of millions of images, which they make publicly available. General image analysis tasks vary

but are most often image classification models with hundreds or even thousands of classes. Such

trained models and their weights can be used as a starting point for the training of other tasks,

in their entirety or some parts. The core idea behind this approach is that, in the early layers of

the network, some generally functional features are learned, which can successfully be applied

to other tasks. For tasks in the natural image domain, more of the pretrained network is usable,

while for domains like medical image analysis, only lower-level features are helpful.

One major drawback of deep learning-based neural networks is their black-box nature. Con-

volutional neural networks consist of tens of millions of learnable parameters used to transform

data non-linearly, making it impossible to deduce how they function. Moreover, while this is a

problem in general, it is especially a problem in medical image analysis, as medical decisions

cannot be made without logical backing. Interpretability methods are intended to bridge this

gap in understanding. The most basic technique is the occlusion method. A sliding window

approach is used to cover up part of the input image, which the model then processes. This pro-

cess repeats until the model has processed all possible image variations generated by the sliding

window. The changes in the model prediction indicate which areas are important to the model,

with drops in probability indicating that the covered area contains salient information for the

target class. While intuitively understandable, this approach has two substantial problems. One

problem is the inability to handle interpretability cases where the model prediction is based on

multiple areas of the image. The other is the high computational requirement, as all variants of

the covered-up image must be generated and subsequently processed by the model. Gradient-

based methods solve those issues, and GradCAM [35] has been shown to be one of the most

reliable and most widely used. GradCAM constructs a Class Activation Maps by calculating the

gradient between the output neuron of the target class and the output of the last convolutional

layer. Those gradients are averaged per channel and used as the weights for the weighted sum of

activations of the last convolutional layer to calculate the Class Activation Map. A visualization
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Figure 2.3: GradCAM uses the gradient of the output of the feature extractor to calculate the saliency
map for interpretability. Global average pooling is used to calculate the gradient-based weight vector.
The resulting saliency map is the weighted sum (channel-wise) of the last convolution layer’s feature
map and the gradient-based weight vector.

of this approach is shown in Figure 2.3.

The attention mechanism attempts to directly resolve the issue of complex relations between

learned features [6]. It started in the field of Natural Language Processing (NLP) as a means

to handle relations between words. For example, translation from one language to another is

a task tackled by NLP. The attention mechanism would explicitly model the relation between

words in the original sentence and their contribution to the predicted words in the translation.

Over time the attention mechanism was adapted to other deep learning domains, including com-

puter vision. For convolutional neural networks, attention can be realized as the Convolutional

Block Attention Module (CBAM) [36]. It can be calculated from any intermediate convolu-

tional layer’s output tensor and multiplied with that output tensor to achieve adaptive feature

refinement. The Convolutional Block Attention Module calculates the attention map by using

both the inter-channel and the inter-spatial relationship of features. The channels of a feature

map (output tensor of a convolutional layer) are considered feature detectors [37], therefore the

inter-channel attention focuses on the "what" is important in the target tensor. The spatial at-

tention, on the other hand, focuses on the "where" question, giving attention to the informative

parts of the target tensor while suppressing noise from the uninformative parts.

Ultimately, all the theoretical achievements have led to the construction of deep learning-

based models and training algorithms which show success in medical applications. As early

as 2015, convolutional neural networks have been used to classify lung nodules of thoracic
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Computed Tomography screenings [38], and for assessing myofiber orientation in high reso-

lution, phase-contrast CT images [39]. With the development of more complex architectures

and hardware capable of performing the required computations in a reasonable time, convolu-

tional neural networks have been used for hemorrhage detection in color fundus images [40],

for Alzheimer’s disease diagnostics from MRI scans [41], mitosis detection in breast cancer

histology images [42] and in radiographic images [43], automated pulmonary nodule detection

in CT screenings [44], and in many more, as shown in survey and review studies [4, 5]. Even

recently, with the terrifyingly quick spread of the SARS-CoV-2 virus and the COVID-19 illness,

deep learning-based methods were used for diagnostics in radiographic images [45], and even

detection of the illness by a recording of the cough of a potentially infected person [46].

2.2 Forensic odontology

2.2.1 A brief overview of the evolution of forensic odontology

Forensic odontology focuses on the analysis of dental remains with the goal of identification

of a person and determination of their demographic information. This demographic informa-

tion is often enough to identify a person in some scenarios. Nevertheless, even if the basic

demographic information, specifically age and sex, is insufficient to identify a person, they are

still vitally important and one of the first aspects examined during the forensic process. The

usefulness of teeth and dental indicators for forensic research and age determination was dis-

covered back in 1837 [47]. Likewise, early research suggests that the sex of an adult person

can be determined with 100% accuracy if the entire skeleton is present [48]. However, hav-

ing the entire skeleton available for forensic analysis when a forensic analysis is needed is a

rare luxury. Different external factors (blunt force, fire, bacterial decomposition) can lead to

irrecoverable damage to remains. Dental remains, teeth, and the jaw are different in that regard.

They can withstand higher blunt force impacts, they are more resistant to fire, and less suscep-

tible to bacterial decomposition [1, 2, 3]. Still, to perform the forensic analysis, early methods

necessitated the destruction of the dental remains [49]. Radiographic imaging [50] improved

over time, leading radiographic, non-destructive approaches to viability [51, 52]. More recent

research has validated the initial viability, which has lead non-destructive methods to match and

eventually outperform their destructive counterparts [53, 54, 55, 56, 57]. One major limitation

of current age estimation and sex assessment methods is the requirement for healthy, unaltered,

undamaged teeth [58].

Six methods of radiographic imaging are dominating dentistry and forensic odontology [59].

Bitewing x-ray images are high-resolution images focusing on smaller areas. Periapical radio-

graphs target a wider area, imaging the entire tooth and part of the jaw bone. Occlusal x-ray
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images target the mouth’s roof or floor, allowing for better insight into tooth development and

placement. Panoramic dental x-ray images are a complete projection of the mouth onto two

dimensions. They show the entire skeletal and dental structure and give detailed insight into

the state of the dental remains or patient. Cephalometric projection is a side-view x-ray of the

entire skull, or what remains of it. It extends beyond just the jaw and teeth and gives insight into

the entire state of the skull. Cone beam computer tomography is the most advanced and costly

approach, constructing a 3D representation of the jaw and teeth. The used indicators, ratios of

tooth structure dimensions, can easily be disturbed and destroyed, be it naturally through tooth

decay, blunt external force, or therapeutic intervention (for example, dental fillings). While in-

corporating deep learning-based methods into medical image analysis is relatively new, some

studies have explored the possibilities for dentistry and forensic odontology. Some examples

include the estimation of dental parameters for orthodontic assessment [60] and attempts of full

identification of a person by their panoramic dental x-ray image [61], and a recent review study

[62] shows promising studies in a wide breadth of possible tasks. Those tasks include detecting

and identifying diseases, from common tooth decay to cancerous lesions, and even prosthesis

fabrication. Most research is aimed at dentistry, with a minority of studies tackling forensic

tasks.

2.2.2 Age estimation

Early forensic researchers in 1837 realized and demonstrated that teeth are useful for the estima-

tion of age [47]. Age estimation by means of the skeleton was more relevant in the beginnings

[63, 64], but further research indicated that teeth might be a better and more reliable source for

age estimation [65]. Early age estimation methods were focused on children. One factor con-

tributing to this focus was practical in nature, as child labor protection laws were introduced,

which brought the need for a reliable method to determine if a child was of working age. The

other factor stems from the fact that dental development strongly correlates to a child’s age. In

fact, early [66, 67], and contemporary [68] studies have shown that tooth development is on

a strictly defined schedule and that the age of a child can be determined within an error mea-

sured in months. After dental maturation, those indicators could no longer be used, rendering

the age estimation methods ineffective. It was later discovered that after development, tooth

calcification and decay become the main driving forces of change in the tooth [69]. Tooth de-

velopment has been separated into different stages, either 8 [70] or 10 [71]. Linear models have

also been constructed that link orthodontic measurements with the age of a child [72]. While

samples used for age estimation need to be healthy and without illnesses or alterations, contem-

porary efforts are trying to establish development atlases for children with systemic diseases

[73]. While estimating the age of an adult is still a challenge, the difference between juvenile

and adult teeth was examined, and a method to differentiate between them was developed [74].
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Three foundational studies heavily influence modern age estimation of adults in forensic

odontology. The earliest study, Kvaal et al. [75], constructs a linear model for age estimation

based on the measurements of the dental pulp cavity. The discovery that enabled this is that

secondary dentine deposits slowly shrink the dental pulp cavity with age. A standard error in

the range between 8.6 and 11.5 years is achieved depending on the exact configurations of teeth

used. Using the coronal pulp cavity, Drusini et al. [76] incorporate the tooth-coronal index

[77] for premolars and molars into their age estimation method and achieve a standard error

between 5.88 and 6.66 years. The last of the foundational studies is Cameriere et al. [78],

which constructs a linear model for age estimation based on the measurements of the single-

rooted maxillary right canine. Those methods have been verified over and over again by being

applied to different populations [79, 80, 81, 82, 83, 84, 85]. Interestingly, while the methods

are valid and perform well, the parameters used by those models vary between populations,

highlighting the need to determine population-specific parameters to achieve the most precise

estimation. The importance of those foundational studies is seen all throughout forensic odon-

tology research for age estimation, as modern methods can be classified into distinct categories

depending on which study they build upon [86].

Some studies have attempted to combine deep learning-based image analysis approaches

with forensic odontology age estimation. Some are based on development stages, automatically

classifying child teeth into the Demirjian stages [87]. Other studies forgo the image analysis

aspect and train deep learning-based models with manual orthodontic measurements [88]. As

classical studies have shown, child samples’ age and development stage can be accurately es-

timated, and deep learning-based approaches are no different. Direct automated estimation of

age from panoramic dental x-ray images has been attempted with a unified model for both chil-

dren and adults, albeit with a majority being child samples [89], achieving an error between

2.84 and 6.59 years. Other methods approach the age estimation problem as a classification

problem, with some classifying panoramic dental x-ray images of younger individuals into dis-

crete 1-year age groups for the ages between 5 and 24 [90], and others classifying them into

either three or five discrete, hand-selected age groups [91], both achieving an accuracy of 90%

or higher. These three studies, their approach, and their results are examined and compared in

detail in the discussion of the thesis results in Chapter 6. Not all methods deep learning-based

computer vision methods for forensic age estimation are structured around panoramic dental

x-ray images. Cone beam computer tomography scanning approaches are the second-most

studied, achieving currently inadequate but promising results [92, 93].

2.2.3 Sex assessment

As with age estimation, the first attempts of sex assessment were done by the analysis of the

entire skeleton [48], which yielded a 100% when the entire skeleton was present. Sex can be
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assessed as sexual dimorphism is expressed throughout the body as it develops. Studies show

that this is no different for the maxilla and mandibula (the jaw bones), an integral part of the

dental system [94]. In fact, a wide range of different morphometric and nonmetrical parameters

are great indicators of sex. Those indicators, while plenty, too become unreliable in samples

with illnesses and alterations [58]. Additionally, while sexual dimorphism develops as a person

matures, external environmental factors, socioeconomic status, and nutrition can significantly

influence its expression, further complicating the task of sex assessment [95]. Nevertheless, sex

assessment is, alongside age estimation, one of the first steps of a forensic investigation [96].

The variety in applicable mandibular parameters can be seen in early studies, each analyzing a

different set of parameters and achieving satisfactory results [97, 98, 99, 100]. The studies claim

accuracies between 70% and 99%, and their sample sizes vary from 40 to over 400 samples.

All studies focus on adult samples, with the age of a sample being between 19 and 86 years.

By combination of different mandibular parameters, older studies acheive an accuracy of 85%

[101] and 81.5% [102]. Studies based on a geometric morphometric approach of 10 mandibular

parameters achieve an accuracy of 95% on their dataset of 40 individuals [103]. Sinus dimen-

sions have been used too, achieving a relatively low accuracy of 69.2% to 69.4% [104]. The

largest study [58] uses mandibular ramus flexure as a morphologic indicator of sexual dimor-

phism with a dataset of 419 samples and achieves a precision of 94.6% for female samples and

47.6% for male samples. Numerous combinations of metrical indicators have been analyzed

across a multitude of populations in the last decade. All those newer studies achieve a similar

accuracy ranging from 71% to 87% [96, 105, 106, 107, 108, 109, 110, 111, 112]. Nonmetrical

approaches also successfully assess the sex of a person by examining indicators like the shape

of the chin, divergence of the gonial angle, the profile of the chin, the contour of the base of the

mandible, and shape of the ramus of the manbile, albeit with a less reliable accuracy between

75% and 95.2% [113]. Sex assessment is also performed when only a single tooth is avail-

able. Diagonal parameters, especially of canines, have been shown to be highly discriminative

in regard to sex assessment, with a model based on those measurements achieving an accuracy

of 83.3% [114], shown on a dataset of 60 samples. A newer study found that the mesiodistal

widths of upper and lower canines, premolars, and molars are significantly different between

females and males, devising a linear model with an accuracy of 75% on a dataset of 168 sam-

ples. Interestingly, research has shown that assessment of sex from only a single tooth cannot

be considered reliable and should only be used in conjunction with other sources of information

[115, 116]. The findings [115] suggest that sex assessment methods based on a single tooth can-

not achieve an accuracy higher than 80%. Ultimately, the systematic review [117] shows that

sex assessment methods follow the same principle by constructing a linear model from different

combinations of manually measured dental parameters.

Two studies have examined the applicability of deep learning-based methods for sex as-
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sessment of panoramic dental x-ray images. An approach that uses a custom neural network

architecture trained on a dataset of 3400 samples achieves an accuracy of 84% [118]. Their

architecture consists of two feed-forward branches of six convolutional layers, with a skip con-

nection every two layers between those two branches. The deep learning-based study with the

largest dataset of panoramic dental x-ray images achieves an accuracy of 94.6%±0.58% with

a sample count of 19 976 images of Chinese patients [119]. Their neural network architecture

is a combination of ResNet [29] and DenseNet [27], using skip connections and a multi-scale

approach. Interestingly, deep learning-based computer vision models for sex assessment from

individual tooth x-ray images have not been demonstrated in current literature. As with age

estimation, the cited studies will be examined in more detail and compared to the thesis results

in Chapter 7.

2.2.4 Segmentation of dental images

Tooth segmentation is not performed in classical forensic odontology in the same sense as in

computer vision. Forensic odontology experts analyze the image and visually note and differ-

entiate between teeth, tooth alterations, and other structures visible in a panoramic dental x-ray

image. This kind of analysis is formalized as segmentation in computer vision. The success of

a segmentation model can be measured with accuracy and with the Sørensen–Dice coefficient

and their definitions and trade-offs are examined in Section 5.4. Early research did not use

deep learning-based approaches to segment images. Fuzzy clustering of both panoramic and

periapical dental x-ray images [120], and color-based segmentation of dental fillings of tooth

photographs [121] achieved medicore but promising results. A segmentation pipeline consist-

ing of CLAHE [122], Otsu’s method [123], and Connected Component Analysis achieved an

accuracy of 84% for the segmentation of periapical images. Segmentation without neural net-

works is not just limited to 2D images, with an active contour approach segmenting CBCT

scans with a Volume Overlap Error (VOE) of 10.65%. The newest study, which does not use

neural networks, segments the root canal of a tooth instead of the tooth [124]. They achieve

an accuracy between 82.0% and 88.2% using an improved level set algorithm constrained by a

new regularization function developed for this study.

As with most of computer vision, neural networks significantly outperform any classical

image processing methods, and segmentation is no different. Most neural network-based ap-

proaches, except for the earliest, achieve a Sørensen–Dice coefficient of over 90% on all vari-

eties of dental imaging. A deep learning model that is a combination of ResNet101 [29] and

the Feature Pyramid Network (FPN) [125] was trained on panoramic dental x-ray images, and

achieved a Sørensen–Dice coefficient of 88% [126]. TSASNet, a custom-designed two-stage

attention-based neural network model for tooth segmentation, is trained with 1500 panoramic

dental x-ray images and achieves a Sørensen–Dice coefficient of 92.72% [127]. Another tooth

17



Computer vision, medical image analysis, and forensic odontology

segmentation network, trained on 100 CBCT scans, uses a symmetric, fully convolutional resid-

ual network with a Dense Conditional Random Field. This approach achieves a Sørensen–Dice

coefficient of 91.66%. UDS-Net trained on 120 CBCT scans achieves a Sørensen–Dice coeffi-

cient of 91.8% [128]. This networks is a variant of UNet [129], a popular segmentation archi-

tecture explained in depth in Section 5.4. In contrast to the previously shown studies, a thor-

ough evaluation of Mask R-CNN [130], PANet [131], HTC [132], and ResNeSt [133] yielded a

PANet model trained on 1500 panoramic dental x-ray images which achieves a Sørensen–Dice

coefficient of 91.65%. Another study that examined multiple models, this time variants of UNet

[134] found a configuration that achieves a Sørensen–Dice coefficient of 92.89%. A combina-

tion of Mask R-CNN [130] and FPN [125] yielded a Sørensen–Dice coefficient of 94% for a

dataset of 433 CBCT scans. And lastly for tooth segmentation, MSLPNet is a multi-scale cus-

tom architecture built for tooth segmentation. It is trained on a dataset of 1500 panoramic dental

x-ray images and achieves a Sørensen–Dice coefficient of 92.72%. Overall, while many neural

network architectures have been evaluated over a big batch of studies, the results are close to-

gether without much variance. This holds true for other studies which a similar approach, too

[135]. One study differs from the rest as it does not segment teeth or tooth structures like the

root canal. It instead focuses on the segmentation of carious lesion - tooth decay. CariesNet

[136] is trained on 3127 regions containing tooth decay cropped from 1159 panoramic den-

tal x-ray images, and the specially designed attention-based model achieves a Sørensen–Dice

coefficient of 93.64%.

2.2.5 Tooth type determination and detection

Tooth detection is one more task that is done by forensic experts but which requires no special

studies from the human-expert perspective. Humans are extremely good at distinguishing ob-

jects, and distinguishing teeth from each other and non-teeth tissue in panoramic dental x-ray

images is a trivial task for a person. Tooth type determination is a topic taught early in dentistry

education through dental morphology understanding [137, 138]. Age estimation and sex assess-

ment methods make use of different teeth and distinguish them by their type. Some methods

develop a set of linear models depending on the tooth type, and applying those models to the

measurements of the wrong tooth type can lead to wrong assessments. Other methods develop

models based on a set of teeth, and their measurements are not interchangeable within those

models. To complicate matters further, different studies use altogether different classification

systems for tooth types. The internationally accepted standard is the FDI dual notation system

[139], which assigns a two-digit label to a tooth depending on its location within the dental sys-

tem. However, this 32-class system is not universally used in forensic studies. A deep dive into

the intricacies of tooth type classification systems is given in Section 5.3.4. Given all this, three

overall approaches dominate in the literature - tooth type determination from individual tooth x-
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ray images, tooth detection without tooth type determination, and simultaneous tooth detection

with tooth type determination. One of the older studies tackled simultaneous tooth detection

and type determination by using a sliding windows approach, and a deep learning-based model

[140]. Each image generated by the sliding window approach is analyzed by the AlexNet model

trained to distinguish teeth using a 3-class tooth type classification approach. Another study in

the same year [141] forgoes detection and neural networks entirely and uses projection profile

analysis on individual tooth x-ray images to determine the tooth type using a 4-class approach.

Studies for simultaneous tooth detection with tooth type determination also tend to use heuris-

tics to correct their raw neural network results in post-processing steps [142], where a neural

network determines the type of all teeth on a periapical x-ray image using a 32-class system.

The heuristic assumes that the Faster R-CNN [143] neural network is mostly correct and uses

the classifications of a tooth’s neighborhood to determine if it is correct and, if not, corrects it

to fit into the chain. This approach significantly improves the results, with the major drawback

being that teeth still need to be embedded into the jaw. Another Faster R-CNN neural network

avoided tooth type determination and detected teeth only, but on panoramic dental x-ray images

of children [144], achieving promising results but demonstrating the complexity of automated

tooth type detection in children, where the primary and permanent teeth are simultaneously

visible and often overlap in the panoramic imaging approach.
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Chapter 3

Data: Acquisition, labeling, and
preparation of dental x-ray images

3.1 Acquisition and labeling of the data

The research was conducted using panoramic dental x-ray images as the primary data source.

Panoramic dental x-ray images, also called orthopantomographic images or "OPGs," show the

entire mouth, upper and lower jaw, all teeth, as well as the surrounding structures. Those

images are created with panoramic dental x-ray machines - a medical device that rotates around

a person’s head while the head’s position is fixed in place. The procedure is not invasive, entirely

painless, and takes less than five minutes from start to finish. The imaging device uses a minimal

amount of ionizing radiation, which is safe and leads to no short- or long-term consequences.

A sample of a panoramic dental x-ray image can be seen in Figure 3.1. As can be seen, the

skeletal and dental structure is clearly visible, as are any alterations to the teeth like fillings or

decay. This allows for a detailed analysis of the dental tissue for medical or forensic purposes.

The samples in the dataset belong to the collection of the Department of Dental Anthropol-

ogy School of Dental Medicine University of Zagreb, and they have been created using multiple

panoramic dental x-ray machines over a period of 5 years. The use of this collection for research

purposes has been approved by the ethics committee School of Dental Medicine University of

Zagreb. Likewise, the ethics committee of the Faculty of Electrical Engineering University of

Zagreb has approved this research.

All personal information has been anonymized. Each image was originally recorded with

information about the sex of the imaged person, their age on the day of imaging, and an "identity

hash." The identity hash is a one-way coding used to tell if two images are from the same

person, but it cannot be used to reconstruct a person’s personal information. The age is stored

as a floating point number with two decimal places, and the sex is stored as a binary variable.

Experts of the Department of Dental Anthropology School of Dental Medicine University
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Figure 3.1: Sample of a panoramic dental x-ray image. In those x-ray images, the entire mouth, includ-
ing the surrounding tissue and all teeth, are visible.

of Zagreb have annotated a subset of the dataset with the tooth status information of individual

teeth. The annotation contains precise information about the location of each individual tooth,

given in the form of their bounding box. This allowed for the extraction of individual tooth

images. In addition to the position, tooth interventions, as well as the tooth type, were annotated.

Tooth type is annotated according to the FDI dual notation system (ISO 3950) [139], which

gives every tooth a designation based on its position in the oral cavity. A tooth status annotation

also contains information about any alterations, namely tooth decay, fillings, root canal fillings,

crowns, bridges, tooth germs, leftover roots, dental implants, missing teeth, and crowns. If a

tooth is missing, a bounding box is created in the place where the tooth would have been had

it not been removed. These annotations were created manually using the "Computer Vision

Annotation Tool (CVAT)" tool.

As mentioned, those interventions to the tooth are visible on the panoramic dental x-ray

image. Another subset of the dataset is annotated with detailed per-pixel segmentation maps

by dentistry experts of the Department of Dental Anthropology School of Dental Medicine

University of Zagreb. Each tooth is annotated individually. The annotation consists of as many

segmentation maps as there are alterations on the tooth and a separate segmentation map for the

tooth itself. The per-pixel segmentation maps are created using the "GNU Image Manipulation

Program (GIMP)" software.

3.2 Preparing datasets for different forensic odontology tasks

Panoramic dental x-ray machines record raw readings in proprietary formats, which are then

converted to 8-bit JPEG images. Images vary in size as the samples are taken with different
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Figure 3.2: The FDI dual notation system. As defined in the ISO 3950 standard [139], each tooth is
given a label based on its position in the oral cavity. The first number defines the in which quadrant the
tooth resides, and the second number defines the position within this quadrant.

dental x-ray machines. Specifically, the converted images have a resolution of 1127 px to 3260

px in width and 553 px to 1536 px in height. To be usable with convolutional neural networks,

the images are resized on a case-by-case basis. The specifics for each approach will be described

in Chapter 5.

While multiple forensic tasks have been tackled, the gathered data can be formalized as

just three different datasets. The first dataset consists of panoramic dental x-ray images. These

images are accompanied by the age and sex of the imaged person, as well as the precise tooth

positions on the image. This dataset is used to develop full panoramic dental x-ray image

models for age estimation, sex assessment, tooth detection, and tooth detection with tooth type

determination. The second dataset comprises of individual tooth x-ray images. This set is

generated by clipping out individual teeth by their precise bounding-box position. Every image

is annotated with the age and sex of the imaged person and the tooth type. Additionally, a

subset of those teeth are annotated with tooth status information. The third and final dataset is

the dataset of pixel-level segmentation masks of teeth and any alterations they might contain.

Every tooth is annotated with a separate segmentation mask, as are any alterations of those

teeth. With such a high degree of separation, variants of the dataset are generated as required

- be it segmentation masks of individual teeth and their alterations in any combination or the

generation of full panoramic dental x-ray segmentation masks for teeth or any alternation. The

following sections will give a detailed overview of each of the three mentioned datasets.

For proper training, validation, and testing, each dataset is separated into three subsets. The

training subset consists of 80% of all samples. As the dataset can contain multiple images of the

same person, to prevent data leakage and any unaccounted biases in the results, all images that

share the same identity hash are placed into the train set. In other words, if a person’s images
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Figure 3.3: The distribution of samples in the dataset per age and sex. As can be seen, a slight bias
towards female samples is present, as well as a trend of decreased sample count with increased age.

appear multiple times in the dataset, they can only be in the training subset. The validation and

test subset share the remaining 20% of data. For most approaches, an even 50:50 split between

validation and test sets is used, except for the case of individual tooth x-ray images. As only

some images have annotated status information, all those are placed into the test set, allowing

for an in-depth analysis of the impact of tooth alterations on the performance of the models.

The validation set is used during research to analyze the generalization performance of trained

models, and the results of the validation set inform research decisions. On the other hand, the

test set is a hold-out set that is evaluated only once, once the approach has been fully developed

and the model has been fully trained. Those results are used to measure the approach’s success,

and those results are ultimately presented in research papers and this thesis. All approaches

use the same dataset split - an image used for testing will be used for testing in all developed

approaches, making the results directly and easily comparable.

3.3 Properties of the datasets

3.3.1 Panoramic dental x-ray images

The dataset of panoramic dental x-ray images consists of 4035 panoramic dental x-ray images,

the age, sex, and identity hash of the imaged person, and the location of each tooth in the form

of a bounding box. A sample of a panoramic dental x-ray image can be seen in Figure 3.1.

A person’s age is represented as a floating-point number, and it is calculated as the difference

between the day of birth and the day of imaging expressed in years. Ages range from 19 to

90 years. Sex is represented as a binary variable, with the value being either female or male,

with a ratio of female to male being 58.7%:41.3%. This totals 2346 female and 1647 male

samples belonging to 3994 individuals. For a subset of 2899 images, tooth position is given as

a bounding box around every individual tooth, as well as the tooth type in FDI dual notation.

The ratio of female to male samples in this subset is the same as for the entire dataset.

An overview of the distribution of samples across age groups can be seen in Figure 3.3.

A detailed count is given in Table 3.1. A bias towards younger samples, as well as towards
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Table 3.1: Sample count per age group and sex of panoramic dental x-ray images in the dataset, with the
age groups spanning five years.

Age group Female sample count Male sample count

[18, 20) 21 8

[20, 25) 337 221

[25, 30) 419 264

[30, 35) 399 234

[35, 40) 325 247

[40, 45) 246 188

[45, 50) 167 137

[50, 55) 185 118

[55, 60) 132 98

[60, 65) 75 79

[65, 70) 30 35

[70, 75) 24 24

[75, 80) 6 11

[80, 85) 2 3

[85, 90) 0 1

Subtotal 2368 1667

Total 4035

female samples, can be observed. While the age is biased towards younger samples, no sample

is younger than 19, and the average age is 38.17 years. This dataset, therefore, comprises adult

samples - images of dental systems that have finished their development. Samples are sparse

for the age range of 75+, which is taken into account during result analysis.

Samples in the dataset are not filtered by any tooth quality criteria and represent real-world

data. In other words, the samples can contain various pathologies, like the loss of mandibular

molars, anomalous molars and teeth, and others. Most studies in the field of forensic odontology

are not conducted with such data [58]. Alterations and pathologies are deformations of the

tooth and changes to the structure of the dental tissue. This leads to either unmeasurable dental

parameters due to the lack of measurable tissue or unreliable measurements, which are thus

unsuitable for analysis and study.
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Figure 3.4: Samples of individual teeth from the dataset. Every x-ray image of a tooth originates from a
panoramic dental x-ray image, using expert’s bounding box annotations.

Figure 3.5: The distribution of samples in the dataset of individual tooth x-ray images, per age and
sex. The slight bias towards female samples is preserved. The trend of decreased samples with age is
exacerbated in this dataset, as the loss of teeth is more common with higher age.

3.3.2 Individual dental x-ray images

The dataset of individual dental x-ray images consists of 86495 individual tooth images, Those

images are obtained by clipping out individual teeth from the 2899 panoramic dental x-ray

images, which have bounding box annotations. The ratio of female to male samples in this

dataset is 59.03% to 40.97%, and the ages range from 19 to 86 years. As with the panoramic

dental x-ray images, this dataset is biased toward younger samples too, but the average age in

the dataset is 38.41 years. Examples of individual tooth images and their possible alterations

can be seen in Figure 3.4. Each image of a tooth is accompanied by information about the type

of the tooth and the imaged person’s age and sex. The distribution of samples across age and

sex can be seen in Figure 3.5.

A subset of 7630 images is additionally annotated with information about tooth status. Tooth

status annotation contains information about any alterations to the tooth. Specifically, tooth

status contains information about tooth decay, fillings, root canal fillings, crowns, bridges, tooth

germs, leftover roots, dental implants, missing teeth, and crowns. Not all alterations appear

with the same consistency. The most numerous alterations are missing teeth, dental fillings,

root canal fillings, and tooth decay. The other alterations do not appear as often, and due to the

small sample size of the annotated teeth with status information, tooth germs, leftover roots,

dental implants, bridges, and crowns are grouped into one category, which will be referred to

as "Other" in this thesis. Tooth alterations are not mutually exclusive. One tooth can have no

alterations, one alteration, or multiple alterations. In this dataset, 66.37% have no alterations,

27.93% of all teeth have one alteration, 5.10% have two alterations, 0.59% have three, and
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0.01% have four alterations. A detailed overview of sample count per sex, alteration, and age

group can be seen in Table 3.2.

Table 3.2: Sample count for the dataset of individual tooth x-ray images per age and sex. The distribution
of alterations is also shown, but only for the subset of 7630 teeth with those annotations available.

Age group Female Male Missing Root canal fillings Filling Tooth decay Other alterations

[18, 20) 376 255 0 0 0 0 0

[20, 25) 7187 4709 50 56 207 37 11

[25, 30) 9149 5327 133 85 414 89 23

[30, 35) 8635 5170 100 43 313 44 17

[35, 40) 7437 5272 76 60 261 32 45

[40, 45) 5803 4123 135 75 251 57 57

[45, 50) 3441 2805 24 10 29 8 5

[50, 55) 3271 2275 38 26 76 7 46

[55, 60) 2348 1777 44 7 38 12 7

[60, 65) 1715 1623 0 0 0 0 0

[65, 70) 791 981 0 0 0 0 0

[70, 75) 668 665 0 0 0 0 0

[75, 80) 180 331 0 0 0 0 0

[80, 85) 55 96 0 0 0 0 0

[85, 90) 0 30 0 0 0 0 0

Total 51056 35439 600 362 1589 286 211

Teeth sizes vary by type, with incisors and canines being narrow and long and premolars

and molars being almost similar in width and height. Still, no tooth exceeds a size of 528 px in

either the width or height dimension. To avoid including neighboring teeth, individual teeth are

clipped out as defined by the bounding-box expert annotations. However, as images need to be

equally sized for efficient training on the GPU, the resulting images are padded to a size of 528

x 528 px. Preliminary experiments show that the choice of padding does not impact the results

of the models. Therefore zero-padding is chosen as it is the simplest solution.

3.3.3 Segmentation masks of tooth status

The dataset of segmentation masks consists of 29698 pixel-precise annotation maps. These

annotations of individual teeth and their alterations originate from 813 panoramic dental x-ray

images. The average age of a sample is 38.62 years, and the ratio of female to male samples

is 56.86% to 43.14%. As with status annotations for individual teeth x-ray images, this dataset

covers tooth decay, fillings, root canal fillings, crowns, bridges, tooth germs, leftover roots,
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dental implants, missing teeth, crowns, and the teeth themselves. However, as was the case

in the dataset of individual teeth x-ray images, some alterations are too rare, and the dataset

currently does not have enough samples for those alterations. For that purpose, this thesis

focuses on the segmentation of teeth, crowns, bridges, root canal fillings, dental fillings, and

tooth decay. The distribution of alterations across age groups can be seen in Figure 3.6, and a

detailed overview can be seen in Table 3.3.

Table 3.3: Sample count for the dataset of panoramic dental x-ray images with annotated segmentation
maps for teeth and dental alterations. Alterations are not equally represented, with fillings being the most
common and crowns being the least common.

Age group Teeth Crowns Bridges Root canal fillings Fillings Teeth with decay

[18, 20) 180 0 0 1 24 5

[20, 25) 3345 5 50 109 546 22

[25, 30) 4381 2 4 134 759 51

[30, 35) 3549 16 13 147 822 41

[35, 40) 2467 13 26 143 572 32

[40, 45) 2218 21 33 134 610 36

[45, 50) 1855 16 74 109 502 37

[50, 55) 1789 23 83 124 486 43

[55, 60) 1701 27 152 133 400 65

[60, 65) 860 8 62 48 197 26

[65, 70) 149 3 1 5 40 7

[70, 75) 104 3 1 3 19 0

Total 22598 137 499 1090 4977 365

The task of dental segmentation can be done on two levels - on the level of the entire

panoramic dental x-ray image and the level of an individual tooth. An example of an entire

panoramic dental x-ray image segmentation map can be seen in Figure 3.8, where the segmen-

tation maps for teeth and dental fillings are shown. Individual teeth x-ray images are, again,

clipped out of the panoramic dental x-ray image. The bounding box is calculated from the seg-

mentation of the tooth by determining the coordinates of the left-most and right-most points.

Figure 3.7 shows examples of each alteration and their segmentation maps. As for the sizes of

those images, the same properties hold true as for the dataset of individual teeth. Therefore no

image in this dataset exceeds 528 px in any dimension.
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Figure 3.6: The distribution of samples in the dataset of panoramic dental x-ray images with annotated
segmentation maps for teeth and dental alterations, per age and sex. Both the slight bias towards females
and the trend of decreasing samples with age are present in this dataset.

Figure 3.7: Examples of individual tooth x-ray images with dental alterations and segmentation maps.
Some alterations, like crowns, cover more of the tooth, while alterations like tooth decay cover only a
small area.

Figure 3.8: Example of a panoramic dental x-ray image and its segmentation maps for teeth and dental
fillings. The left image shows the segmentation maps for all teeth, and the right image shows the seg-
mentation map for dental fillings. Every annotation is stored separately, allowing for the generation of
segmentation masks of the entire panoramic dental x-ray image and segmentation masks for individual
teeth for any tooth and its alterations, as shown in Figure 3.7.
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Chapter 4

Model discovery and design for the
analysis of dental x-ray images

4.1 State-of-the-art feature extractors with added attention

4.1.1 Motivation and building blocks

According to the Universal approximation theorem, neural networks are universal approxima-

tors. However, figuring out the optimal parameters of a neural network is challenging. The

neural network architecture, the specific connections, and the types of operations are used to

introduce an inductive bias that allows for the successful optimization of its parameters.

While many ad-hoc architectures are used in literature and demonstrate good performance in

specific cases, they usually generalize poorly. However, over the years, certain neural network

architectures have been shown to work well across a wide variety of tasks. Those state-of-the-

art architectures offer a good framework. Using their pretrained weights and transfer learning,

they can easily be adapted and specialized for many image analysis tasks. They are usually

pretrained on ImageNet, a generalist real-world image dataset. While it might seem counter-

intuitive that a model trained to differentiate airplanes, boats, cats, dogs, people, and many other

objects could be successful in medical applications, a totally different modality of images, it

has empirically been shown to work well. When such a network is fine-tuned, its lower layers,

those closer to the input image, do not change much. It has been shown that those layers

learn general image analysis features, some fundamental "image decomposition" that works

well across vision-based tasks. This generalization property is exactly what the first model in

this thesis uses. The convolutional layers of state-of-the-art networks are copied and used as

the feature extractor. The feature extractor processes an image to some representation that can

later be used to extract the desired information from the image, like the person’s age or sex.

So instead of using a few ad-hoc convolutional layers, this model is built around the feature

29



Model discovery and design for the analysis of dental x-ray images

extractor.

Recently, the attention mechanism has gained traction in machine learning and image analy-

sis literature [6]. While initially originating in the field of natural language processing, variants

of this approach have brought improvements across the entirety of neural network research.

Attention allows a neural network to ignore or highlight specific parts of the processed data.

However, neural networks could already do that - that is the purpose of "weights," the parame-

ters of a neural network. However, this data weighting is defined and unchanging once training

has finished. The attention mechanism allows for the weighting to be a learned function in itself.

Thus, the weights can "change" depending on the input, allowing the network greater flexibility

in its processing. The model in this thesis uses the Spatial Attention Module of Convolutional

Block Attention to implement attention [36]. This approach calculates a feature map that is

used to "scale" the output of the feature extractor. The sigmoid activation function is used, so a

feature can be either fully suppressed (σ(x) = 0), fully let trough (σ(x) = 1), or scaled to any

in-between value. The sigmoid function is defined as follows:

σ(x) =
1

1+ e−x (4.1)

A detailed diagram of the attention mechanism, and the entire model, can be seen in Figure 4.1.

4.1.2 Architecture overview

This architecture consists of four major parts. The central part is the feature extractor based

on state-of-the-art architectures. While any architecture can be used for feature extraction, this

thesis focuses on six architectures that have proven themselves in literature. Those architectures

are: DenseNet201 ([27]), InceptionResNetV2 ([28]), ResNet50 ([29]), VGG16, VGG19 ([145])

and Xception ([31]).

The output of those feature extractors is a feature map with a very high channel count.

This channel count is high as those models are made to differentiate between a vast number of

classes. However, for forensic odontology tasks, the number of possible classes never exceeds

100. Therefore, such a high channel count can lead to overfitting, as the network has the capacity

to memorize the training samples outright. A 1x1 convolutional layer is used to adjust the

number of channels in the final feature map to prevent overfitting and memorization of the

samples. The resulting feature map has the same width and height and only differs in the

number of channels. This thesis explores models with a feature map depth between 5 and 1000.

The next step is the attention mechanism. As already mentioned, the Spatial Attention

Module of Convolutional Block Attention is used [36]. This module first applies 2x2 maximum

pooling and 2x2 average pooling and constructs a tensor by concatenating those two. A 1x1

convolution is applied to that tensor, and the sigmoid function is used as the activation function,
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State of the art feature extractor architecture

Attention

FC layers

Input
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Convolution 3x3 Max pooling 2x2
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Flatten Fully connected

×

Element-wise multiplication×

Figure 4.1: The model architecture is based on state-of-the-art feature extractors and the attention mech-
anism. While VGG16 is shown as the feature extractor, any feature extractor can be used.

which results in a feature map with one channel. This map is then multiplied element-wise

with the output of the 1x1 feature map depth rescaling layer. Once the image features are

fully calculated, the resulting tensor is flattened into a 1D vector. Two fully-connected layers

process this vector, the latter of which is the size of the forensic task target that is estimated (for

example, size 1 for age regression, size 2 for sex estimation, and size 16 for the 16-type tooth

type problem).

The activation function used across all layers except the attention module is ReLU. Each

layer is regularized by the usage of batch normalization and dropout. Batch normalization is

used before the activation function, and dropout is used after it.

This architecture has four hyperparameters. The first and most important hyperparameter is

the choice of the feature extraction architecture. This defines the overall capacity of the model.

The second hyperparameter is the desired depth of the feature extraction feature map. State-of-

the-art feature extractors have a very high channel count in the final feature map, as they have to

handle thousands of different classes. This hyperparameter allows for the configuration of the

bottleneck in such a way as to achieve the best possible performance. The attention mechanism

follows this. To determine if the attention module helps and to measure the performance impact

it has on the performance, the attention mechanism in itself is optional. In other words, the

hyperparameter answers the question if attention is used. The last hyperparameter is the size of

the first fully-connected layer. This allows for the scaling of the capacity of the fully-connected

subnetwork. In this thesis, the explored range for this hyperparameter is between 1 and 2048.

Models following this architecture have between 15,000,000 to 150,000,000 learnable parame-

ters, with the most successful models for the forensic odontology tasks of age estimation, sex

assessment, and tooth type determination having between 18,000,000 and 30,000,000 learnable
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Table 4.1: The hyperparameters and their value range for the model based on a state-of-the-art fea-
ture extractor and attention. Every adjustment can strongly influence the model performance, but their
optimal values change from task to task.

Hyperparameter Search space

Pretrained feature extractor

DenseNet201 ([27]),

InceptionResNetV2 ([28]),

ResNet50 ([29]),

VGG16 ([145]),

VGG19 ([145]),

Xception ([31])

Number of channels in the final feature map Between 5 to 1000

Presence of attention mechanism Present or not present

Size of intermediate fully connected layer Between 1 and 2048

parameters. An overview of hyperparameters and their ranges can be seen in Table 4.1, and a

visualization of the architecture can be seen in Figure 4.1.

4.2 A minimized neural network for forensic odontology

4.2.1 Motivation and building blocks

General purpose state-of-the-art architectures tend to work well enough in most cases, but they

also tend to have very high resource requirements. These networks also rarely explore and ex-

ploit the possible interactions and, therefore, valuable data that can be processed with a multi-

scale approach. Modern deep learning and computer vision has recently shifted from devel-

opment and the scientific exploration of interesting algorithmic approaches to the engineering

challenge of scaling compute. While this is achieving marginal improvements on benchmarks,

the models themselves are becoming less and less usable by the average end-user due to the mas-

sive compute requirements. Likewise, the average computer vision laboratory is hard-pressed

to use or even verify the newest work due to the required infrastructure and massive, often web-

scraped, and not publicly shared datasets. Neural networks with a minimized number of free

parameters tend to generalize better, as has been proven even in early neural network research

[15].

To that end, a small and efficient model is constructed that uses multi-scale analysis to

achieve performance parity with state-of-the-art based architectures for forensic tasks on dental
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Figure 4.2: Diagram of the Weighted Bi-directional Feature Pyramid Network. The colors represent
different feature map scales.

x-ray images while having a much smaller carbon footprint. This model consists of well known

elements, such as convolutional layers and skip connections [29], but also a new element called

"Weighted Bi-directional Feature Pyramid Network" (BiFPN) [146]. A diagram of this module

can be seen in Figure 4.2. This module takes as input five convolutional tensors of descending

scales (P7 to P3), combines them as shown, and outputs five tensors of descending scales. This

module is repeatable, too, allowing for additional flexibility.

Instead of classical convolutional layers, the BiFPN module uses depthwise separable con-

volutions to improve efficiency further. This concept of depthwise separable convolutions was

introduced with the Xception architecture [31]. Depthwise separable convolutions slightly in-

crease the computation time in exchange for a decrease in the number of parameters. To get

an intuitive understanding of kernel separation, let us separate a well-known image processing

kernel, the Sobel operator [147].
−1 0 1

−2 0 1

−1 0 1

=


1

2

1

×
[
−1 0 1

]
(4.2)

As can be seen, the 3x3 matrix can be separated into two matrices, one 3x1 and one 1x3.

No information was lost, yet the representation is smaller, which for deep learning models
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Figure 4.3: Overview of a 3x3 depthwise separated convolution on a 3-channel tensor. The convolution
is split into two operations that apply two smaller kernels, which results in a net decrease in parameters.
The trade-off is a slight increase in computation time.

translates to a smaller number of learnable parameters that express the same operation as a

"normal" convolution. While this might intuitively seem like a, pardon the pun, more convoluted

and thus more challenging to optimize approach, in practice, depthwise separable convolutions

perform the same or better than their "normal" counterparts. Depthwise separable convolutions

operate on the same principle, just in more dimensions. An overview of a depthwise separated

convolution applied to a 3-channel tensor can be seen in Figure 4.3.

In deep learning literature, 3x3 convolutions have become the norm. However, research has

shown that, for a fixed amount of parameters, deeper neural networks achieve better generaliza-

tion [148]. Therefore, replacing the 3x3 convolution with multiple convolutions that produce a

tensor of the same shape as a 3x3 convolution can be used as a drop-in replacement. For that

purpose, a 3x3 convolution was replaced by two 2x2 convolutions. The first convolution has a

kernel size of 2, a stride of 1, padding of 0, and no bias, whereas the second convolution has

the same parameters except padding, which is set to 1. This achieves a reduction of 11% in

parameter count and floating-point operations while achieving marginally better results in the

preliminary experiments.

Finally, the matter of activation function needs to be defined. ReLU has proven itself to be a

good default choice, but this architecture struggles with ReLU due to its gradient for x < 0. This
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property poses an issue for the training of the BiFPN module due to the gradients converging

to zero, halting the optimization process. The original paper in which the BiFPN module is

introduced uses the Sigmoid Linear Unit (SiLU) function. This solved the training issues and

is thus used as the activation function across the entire architecture. The SiLU function was

introduced as a drop-in replacement for ReLU. SiLU showed promise in its initially study [149],

and further experimentation showed a significant improvement in some applications [150, 151].

4.2.2 Architecture overview

This architecture is built around the BiFPN module and consists of four parts, and a general

overview can be seen in Figure 4.4. The first part is a series of convolutional layers that act as

the feature extractor prior to BiFPN. It consists of 8 convolutional blocks, where each block can

consist of one or multiple 3x3 (or equivalent) convolutions. Specifically for this model, the first

three blocks consist of four convolutional layers, which mimic two 3x3 convolutional layers

as described in the previous section. Each convolution is followed by batch normalization, the

activation function, and dropout. Every convolutional block ends with a 2x2 maximum pooling

layer. The last three convolutional blocks consist of two 2x2 convolutional layers.

The output of the last five convolutional blocks is then passed to the BiFPN module, which

produces five output tensors of the same shape. Due to the network depth, vanishing gradients

and a very spiky loss landscape significantly hinder model training. To address this issue, skip

connections between the first three convolutional blocks of the feature extractor and the largest

three outputs of the BiFPN module are added. This allows gradients to, as the name suggests,

skip some of the architecture, thereby smoothing the loss surface [152] and preventing the

vanishing gradient problem [29]. The skip connection is realized as a concatenation between

the two tensors, which are then processed by a 1x1 convolution.

As continuing to work with all five branches independently would be compute and memory

intensive, the largest two and the smallest three branches are merged. Each branch is scaled

down in width and height to the size of its smallest member. The resulting concatenated tensor

is then processed by a 1x1 convolution that can be interpreted as a "feature compressor," as it

reduces the size of the resulting feature maps for each branch, akin to the feature map depth

rescaling layer used in the other, state-of-the-art based architecture described in this thesis.

The layers are separate for each branch but produce tensors of the same depth. Finally, those

two branches are concatenated and flattened, which makes them useable by the fully-connected

subnetwork. Like in the previously described architecture, the first fully-connected layer is of

variable size, and the forensic task target defines the second layer size.

At first sight, this architecture has far too many hyperparameters, as the depth of the feature

map of every convolutional layer has to be defined. However, in current state-of-the-art archi-

tectures in literature, the feature map depths follow one of three strategies. One strategy is to
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Figure 4.4: The architecture of the BiFPN-based model. The connections in the BiFPN module are left
out for the sake of readability, but the overview of the connections can be seen in Figure 4.2.

start with just a few channels, and scale them up exponentially, like VGG16, VGG19 [145], or

ResNet50 [29]. A similar approach, seen in the Inception family of models [28, 31], is to scale

the depth exponentially but to define a value past which no scaling occurs. The newest archi-

tectures, like the EfficientNet family [153], scale the depths linearly. Preliminary experiments

have shown that linear scaling performs best for the architecture presented in this thesis. Ap-

plying this scaling approach to this architecture, the hyperparameter count for the convolutional

feature extractor decreases to just two - the starting depth and the depth at the end.

The remaining hyperparameters are much more straightforward to define. The BiFPN mod-

ule has two hyperparameters. One hyperparameter defines how often the BiFPN block (also

called BiFPN layer) gets repeated, and the other defines the feature size. The feature size, in

this case, defines the feature map depth of the resulting tensors. As the outputs of the BiFPN

module are merged into more manageable chunks using "feature compressor" convolution lay-

ers, the depth of that resulting feature map is a hyperparameter too. And last but not least, the

size of the first fully-connected layer is a hyperparameter. A nice side-effect of this architecture
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is that the network scales its parameters by itself depending on the image size, reducing the time

required to find a good set of hyperparameters for different image sizes. Models following this

architecture can have as low as 43,000 learnable parameters, with the most successful models

in this thesis having between 50,000 to 350,000 parameters, which is a reduction in parameters

of 98% to 99% over the state-of-the-art architectures while achieving equal or marginally better

results. An overview of the hyperparameters and their search space can be seen in Table 4.2.

Table 4.2: The hyperparameters and their value range for the BiFPN-based model. As with the model
based on a state-of-the-art feature extractor and attention, every adjustment can strongly influence the
model performance, but their optimal values change from task to task.

Hyperparameter Search space

Starting depth of the feature extractor Between 8 and 48

Final depth of the feature extractor Between 48 and 512

Number of BiPFN layers Between 1 and 16

BiFPN feature size Between 1 and 64

Feature compressor feature map depth Between 1 and 8

Fully-connected layer size Between 1 and 512
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Chapter 5

Optimization, training, and analysis of
forensic neural network models

5.1 Overview of the approach

Optimizing a neural network model is usually seen through the lens of "training." As described,

training is the process of determining the optimal adjustable parameters of a neural network with

the goal of minimizing the loss function. However, the training process itself has parameters

that significantly influence the performance of the resulting model but that cannot be optimized

by gradient descent. Those parameters are called hyperparameters. To optimize those parame-

ters, non-gradient-based optimization and search algorithms need to be employed. The possible

hyperparameters are numerous, but some of the most common ones are which optimization al-

gorithm is used for training of the neural network, any decisions about the data preprocessing,

representation of the target, the loss function, and even the neural network architecture itself and

every part of it can be considered a hyperparameter. Many approaches to this problem exist,

but this thesis explores the usage of grid search [25] and random search [26]. The most viable

model candidates are determined and constructed, the hyperparameters are enumerated, and the

search space is then explored by training the model "just enough" to determine their relative

performance. The best-performing models are then fine-tuned - trained under different condi-

tions requiring much more compute time but ultimately resulting in the near-best performance

the model can achieve.

This chapter will detail the overall approach for model training and hyperparameter op-

timization, explain the differences between the employed search strategies, and highlight all

specificities in the training and optimization procedure for each forensic task.
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5.2 Hyperparameter optimization

5.2.1 Hyperparameter optimization as a search problem

Neural networks are designed in such a way that the gradient of the loss towards each parameter

can be calculated, which allows for the usage of gradient-based optimization algorithms. How-

ever, those optimization algorithms have (hyper)parameters too, which significantly influence

the resulting model’s performance. Research decisions, too, can be considered a hyperparame-

ter - what data and features are used, how the data is processed, what model is being used, and

many more. The most apparent and naive approach is to simply evaluate all possibilities. That

would, however, require an enormous (potentially infinite) amount of resources, most of which

would be wasted on obviously non-functional models. The search space can be restricted, but

evaluating all possibilities is still not a viable solution. Many search algorithms exist, but as the

loss function is non-convex, most are not applicable for this task.

Genetic algorithms have proven themselves to be successful at general search problems.

This type of algorithm starts from a random sample in the restricted search space and gradually,

through a loop of evaluation, recombination, and randomization, searches for an optimum. In

other words, a handful of randomly selected models are trained to convergence, and their per-

formance is evaluated, after which they are recombined into new samples. This recombination

is a function that, given two samples, creates a new sample that is "related" to the original two

samples. How exactly they are "related" is up to the researcher and the implementation, which

is again a factor that can significantly influence the resulting model’s performance but cannot be

optimized or deduced by itself. The randomization, also called "mutation," is a random change

in the newly generated samples. The purpose of this randomization is to decrease the chance of

getting stuck in local minima. However, the rate, magnitude, and target of this randomization

are up to the researcher, which is again a factor that significantly influences the results while

not being optimizable itself.

Bayesian search [24] is an informed search algorithm, which is, as the name implies, based

on Bayes’ theorem. Bayes’ theorem says:

p(A|B) = p(B|A)p(A)
p(B)

(5.1)

In the context of hyperparameter optimization, the theorem can be stated as:

p(performance|hyperparameters) =
p(hyperparameters|performance)p(performance)

p(hyperparameters)
(5.2)

This theorem describes a probabilistic model that links a model’s performance probability and

its hyperparameters. This effectively estimates the objective function with a surrogate function
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that can be efficiently sampled. As this is an informed search algorithm, each step is dependent

on its predecessors. While this might lower the number of iterations of the search algorithm, it

tends to require more total time due to its consecutive nature.

Grid search [25] is a search algorithm that works in a restricted search space, and its steps are

independent of each other. Instead of estimating the objective function, this approach samples

a number of equidistant points in the search space, effectively spanning a grid. This approach

can be turned into an informed search algorithm by repeating this process on more and more

restricted search spaces, which would be informed by the previous sampling of the grid. Due

to the independent nature of each point in the grid, this approach can leverage the parallel

processing capability of modern high-performance compute (HPC) clusters. An example of

grid search can be seen in Figure 5.1.

Figure 5.1: Parallel coordinate plot of hyperparameter optimization for age estimation. Each line rep-
resents one experiment, and each vertical bar represents the values of a hyperparameter. Each line is
colored by its performance, shown in the rightmost colored column.

Random search also works in a restricted search space, and all of its steps are independent.

Points are sampled randomly from the search space and then evaluated. While this approach

seems wasteful and counterintuitive to the nature of searching, probabilistic analysis shows that

random search can perform very well, which has proven itself true in practice.

A major problem in hyperparameter optimization is the so-called curse of dimensionality.

As more hyperparameters are taken into consideration, the more potential samples there are to

be evaluated. This increase in volume is exceedingly high. Each added hyperparameter adds

exponentially more samples, inflating the search space and making it much harder to find the

desired solution. In the domain of search problems, this problem is combated by careful analysis

and selection of hyperparameters.

While all approaches are viable, this thesis focuses on an approach that combines grid and

random search, thereby leveraging the parallel computing capabilities of modern HPC clusters

while minimizing waste of resources. The following section will analyze these methods and

explain how they have been combined and used.
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5.2.2 Grid and random search

As already mentioned, grid and random search samples are independent, which allows for the

proper exploitation of the parallel computing capabilities of modern HPC clusters. The search

method in this thesis combines grid and random search into a semi-informed search algorithm.

Each iteration of this method evaluates the sampled points independently, but each iteration is

informed by its predecessor. The information obtained in each iteration is applied as further

restrictions on the search space.

Random search [26] seems like an unintuitive approach for searching. The obvious question

is, how can random search at the same time be random and search for something? While

it is very unlikely that random search will find the global optimal minimum, the probability

changes drastically if we introduce tolerance into the equation. Tolerance defines a distance

range, expressed as a percentage, within which a point can be sampled and still be considered

within the optimum. To get a better understanding of this idea, let us imagine a rectangle. The

probability of randomly selecting any one specific point is infinitesimally small. However, if

we define a range around that point, the probability that a point is sampled within that range is

the ratio of the target area and the area of the entire rectangle. To translate this to the problem

of hyperparameter optimization, the rectangle is the restricted search space, and the target area

is the tolerance range around the optimum. For this to be a useful property, tiny changes in

hyperparameter values must result in tiny changes in performance, which for neural networks

holds true [23].

Formally, for a tolerance range p1, a success probability p2 of being within that tolerance

range, and for n samples, the following holds:

1− (1− p1)
n > p2 (5.3)

For a tolerance range of p1 = 0.05, and a probability of p2 = 0.95, the number of samples needs

to be n ≥ 60. Depending on the tolerance and desired probability of success, the value of n

can be adapted accordingly, effectively translating into an increase in evaluated samples for an

increased success probability and reduced tolerance. A visualization of success probabilities

for a range of tolerances p1 and number of experiments n can be seen in Figure 5.2.

Let us examine this approach on a simple two-parameter model. As already mentioned,

the loss function is non-convex and has multiple optima, some of which generalize better than

others. The same holds true for the loss function in regard to hyperparameters. After the

hyperparameters are enumerated, the potentially infinite search space must be restricted. Using

grid search, equidistant points are sampled and evaluated. At the same time, randomly sampled

points are evaluated around the best performing samples obtained by the grid search. This

can be repeated until the tolerance and success probability are within an acceptable range. A
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Figure 5.2: The probability map of a random search sample being within a tolerance per number of
experiments. The x-axis represents the number of random samples (or the number of experiments for
hyperparameter optimization), and the y-axis represents the tolerance from the global minimum in the
restricted search space.
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Figure 5.3: Visualization of grid and random search samples on a contour plot of a loss function for
a 2-parameter model. The orange X shows points sampled by grid search, while the yellow dots show
points sampled by random search. As can be seen, both methods manage to sample points close to the
minima.

visualization of this example can be seen in Figure 5.3.

5.2.3 Training, fast and slow

Training a model is time-consuming. While performing hyperparameter optimization, every

evaluated point is a fully trained model. This produces the most reliable results, but it is a

huge waste of resources as all but one of the models will be discarded. To reduce the resources

required while still maintaining good search results, training is different during hyperparameter

optimization and during fine-tune training.

During hyperparameter optimization, models are trained using the Adam optimizer [19].

This is an adaptive optimization algorithm that tends to converge significantly faster than stan-

dard Stochastic Gradient Descent (SGD). Research has shown that adaptive methods tend to

produce models that generalize worse [20]. However, this is not an issue during hyperparame-

ter optimization, as the relative ranking of models is important, not the top performance. Ad-
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ditionally, no learning rate schedule is used. The number of epochs the model trains for is also

reduced, as, again, only the relative ranking between models is important. The values used

in this thesis have been empirically determined with preliminary experiments. The Adam opti-

mizer is using a learning rate of 3.24 ·10−3, β1 = 0.9, β2 = 0.999, ε = 10−8, λ = 0, and training

is limited to 100 epochs.

Once the best hyperparameters have been determined, models are fine-tuned accordingly.

Fine-tuning is standard model training, but training hyperparameters are adjusted to produce

the best performing models, which take a lot more time to train. The most obvious change is

to the number of epochs trained. Instead of training for just 100 epochs, models are trained for

2048 epochs. Preliminary experiments have shown that models tend to converge around 1600

epochs, but this has been extended by 30% to ensure that the model truly has time to converge.

Another change is the optimization algorithm used. Instead of Adam, conventional Stochastic

Gradient Descent (SGD) is used. Models trained with adaptive methods tend to generalize

worse [20], so SGD is chosen to produce the best possible final model. The combination of

plain SGD and a small learning rate can lead to low-performing models due to getting stuck

in local minima. Increasing the learning rate helps skip over narrow local minima but can lead

to the inability to converge. A learning rate schedule is therefore used to help the optimizer.

Specifically, cosine annealing with warm restarts is used [22]. Formally, this schedule can be

defined as:

ηt = ηmin +
1
2
(ηmax −ηmin)

(
1+ cos

(
Tcur

Ti
π

))
(5.4)

Here, ηt is the learning rate in epoch t, ηmin and ηmax are the minimum and maximum learn-

ing rate, respectively, Tcur is the current epoch in the period, and Ti is the number of epochs

in a period. Following this schedule, the learning rate starts at ηmax and decreases to ηmin in

Ti epochs. On epoch Ti + 1, the learning rate shoots back up to ηmax, hence causing a "warm

restart". Experiments have shown that the most successful parameters for the forensic odontol-

ogy tasks tackled in this thesis are ηmin = 10−7, ηmax = 10−3, and Ti = 50. A batch size of 32

is used for the models based on state-of-the-art feature extractors and attention, and a batch size

of 128 is used for the BiFPN-based model. The learning rate schedule for 250 epochs following

those parameters can be seen in Figure 5.4.

The learning rate can be interpreted as the resolution at which the loss function is sampled.

In each optimization step, the gradients at the current point of the loss function are calculated,

and the learnable parameters are modified to move towards a minimum as defined by the op-

timization algorithm. The loss function is non-convex and has many local minima, many of

which do not result in a high-performance model. By increasing the learning rate, only wider

basins of attraction will affect our optimization step. This holds true in neural networks, where

early research shows that smoothing approaches improve neural network training performance

[154]. Intuitively, we only let larger basins of attractions affect us, and by gradually decreasing
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Figure 5.4: The learning rate following the cosine annealing with warm restarts schedule. Shown are
250 epochs with the schedule parameters being ηmin = 10−7, ηmax = 10−3, and Ti = 50.

the learning rate, the model is allowed to converge into its nearest local minima. With the sud-

den warm restart, if the basin of attraction of the local minima is too small (which is a property

of poorly performing minima), the optimization step will move us out of it. However, if the

basin of attraction of the minima is larger, the model will temporarily perform worse, but it will

re-converge to the well-performing local minimum.

This dual approach to training allows for a significant saving in computing resources while

simultaneously achieving the search performance of more demanding search methods. The fast

approach generates a ranking between hyperparameters, and then the best performing models

can be trained to their full capacity. Experiments have been done for the selection of the top

models. To avoid letting minor variances in training performance lead to worse model selection,

the best five models were fine-tuned instead of just the very-best model per forensic odontology

task. However, this precaution turned out to be unnecessary, as the ranking between the top-5

models did not change with fine-tuning.

5.3 Model training for classification and regression tasks

5.3.1 Age estimation with direct regression

While the overall approach of model design, hyperparameter optimization, and fine-tuning is ap-

plied to all forensic odontology tasks researched, every task has specific changes in the data pro-

cessing and training approach. Age estimation with direct regression is used for full panoramic

dental x-ray images and individual tooth x-ray images.

The models used are described in Chapter 4. Models that process panoramic dental x-ray

images use transfer learning [34], and models that process individual dental x-ray images do

not. Preliminary experiments have shown that models consistently converge faster and perform

better when using transfer learning, while it does not make a difference to individual dental

x-ray images. This is due to the sample size, as 86495 individual tooth x-ray images are enough

to train a state-of-the-art feature extractor model from scratch, but 4035 panoramic dental x-ray
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Table 5.1: List of augmentations and their hyperparameters used during training for age estimation.

Augmentation Hyperparameters

Left-right flip p: 50%

Coarse dropout
Image rescale factor: 2% to 5%

Amount of dropped pixels: 0% to 1%

Average blur Square kernel size in px.: 0 to 2

Gamma contrast gamma: 0.85 to 1.15

Rescaling
x: 1 to 1.4

y: 1 to 1.2

images are not.

The loss used is the mean squared error function, which is formally defined as:

L = (ytrue − ypred)
2 (5.5)

There ytrue is the real age of the sample, and ypred is the age estimated by the model. The ground

truth data is not modified and is represented as a floating-point number of the imaged person’s

age in years. In literature, regression outputs are often scaled to the interval between 0 and 1.

Preliminary experiments have shown that this choice did not influence the results; therefore, no

transformation was done on the ground truth data for age.

The images are resized to 512 px by 512 px, as models using this image size provided

the best results. Image augmentation is evaluated, too, as research shows that it can improve

model performance [33]. Augmentation is the process of randomly modifying the image during

training. Those augmentations do not significantly change the image, thus leaving the target

information in the image intact. This addition of noise effectively increases the number of

samples in the dataset. An example of image augmentation can be seen in Figure 5.5. The list

of augmentations used and the values of their hyperparameters are shown in Table 5.1.

For panoramic dental x-ray images, three different data variants were evaluated. The first

data variant is the baseline - the model processes the full panoramic dental x-ray image and

estimates the age. The second data variant uses image augmentation to increase the effective

size of the dataset. This variant is used to show if the usage of image augmentation is justified

and how much it impacts the model performance. The third data variant is stratified by age. As

described in Chapter 3 (Data), the dataset for panoramic dental x-ray images is biased towards

younger samples. This bias will be adopted by the model, which in turn will lead the model to

estimate younger ages when uncertain, as it statistically would be the better choice. Stratifica-
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Figure 5.5: Two examples of panoramic dental x-ray images with applied augmentation. The first row
shows the effects of gamma contrast, blurring, rescaling in the y dimension, and random coarse dropouts.
The second row shows gamma contrast change opposite of the first row, a lower degree of blurring, more
random coarse dropouts, and no affine transformations.

Figure 5.6: Examples of the three approaches used to determine the most information-rich area for age
estimation. The same panoramic dental x-ray image is shown three times, (left) with the teeth roughly
covered, (middle) with only the teeth visible, and (right) with the teeth finely covered.

tion is applied by splitting the dataset into 5-year-long age groups and equalizing the number

of samples in each with duplication. This approach also uses augmentation, as the noise will

counteract some of the adverse effects of sample duplication.

In addition to these data variants, this thesis explores how much teeth and the surrounding

structures independently contribute to a correct age estimation. The best performing model,

which includes the augmentation data variant, is retrained on three additional data variants.

In the first variant, only teeth are visible. In the second variant, the teeth are covered while

the rest of the tissue is visible. The third variant also shows only the surrounding skeletal

structure. However, the teeth are precisely covered by their bounding box, leaving as much of

the surrounding skeletal structure visible as possible. An example of those image variants can

be seen in Figure 5.6. A detailed overview of the results for direct regression age estimation for

panoramic dental x-ray image analysis models is given in Section 6.1.1.

Age estimation from individual teeth images is a more challenging problem, as less infor-
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mation is available. The approach is generally the same, with slight differences in the data

preprocessing and models. As described in Section 3.4, no individual tooth x-ray image ex-

ceeds 528 px in either dimension. To avoid any loss of information or introduction of some

artifacts due to resizing, the models are trained on images of size 528 px by 528 px. Sizes differ

from image to image, but to effectively use them with neural networks and GPU acceleration,

their size needs to be the same. Therefore, all individual teeth images are placed within a 528

px by 528 px image, where all values are initially set to 0. For training, the image is placed ran-

domly while ensuring that no part of the image is cropped out. During validation and testing,

all images are placed centrally to ensure consistency between experiments.

Two metrics are used to evaluate the performance of direct regression age estimation models.

Those are mean absolute error, which shows the statistically expected value of the error, and

median absolute error, which shows the model performance without the influence of extreme

outliers. The mean absolute error is calculated as follows:

MSE(ytrue,ypred) = |ytrue − ypred| (5.6)

The median absolute error is determined by calculating the absolute error for all samples, sorting

that list, and taking the middle element. In case when the length of the list is even, and there is

no middle element, the middle two elements are averaged to obtain the median absolute value.

An analysis per age group, (when applicable) tooth type, and tooth alterations is performed to

determine the model’s trends, impacts, and potential biases. A detailed overview of the results

for direct regression age estimation for individual tooth x-ray image analysis models is given in

Section 6.1.3.

5.3.2 Estimating age as a probability distribution

Age estimation in adults is a complex problem. For younger samples, age can be estimated by

determining the stage of development of their teeth, as tooth development is strictly defined by

genetics and can therefore be used to estimate the age with an error measured in months. In-

herently, estimating age carries some uncertainty. Likewise, the same error value is not equally

detrimental across the entire age spectrum. Mistaking an 18-year-old for a 27-year-old is a huge

error, but mistaking a 70-year-old with a 79-year-old is still a mistake, but a far less egregious

error. To address the inherent uncertainty and allow for the error to be weighted differently

across the age spectrum, this approach does not estimate age directly. Instead, it estimates the

probability of each discrete age category [155].

The estimation is realized as a discrete distribution of probabilities for every age between 0

and 100 years. While the entire probability distribution is the estimation, the expected value of

this distribution is taken as the numerical value of the estimation. However, as the estimation is a
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Figure 5.7: An example of an estimated probability distribution. The model assigns a probability for
every possible age, and the estimated age is calculated as the expected value of the predicted distribution.
A narrow distribution can be interpreted as a more confident prediction. In this sample, the true age is
27.49 years, and the model estimated an age of 26.28 years.

Figure 5.8: An example of a wider estimated probability distribution. The variance of the estimated
distribution is higher, which can be interpreted as a lower model confidence. In this sample, the true age
is 50.18 years, and the model estimated an age of 49.98 years.

probability distribution, the variance can also be calculated. The variance varies from sample to

sample, as it describes the uncertainty of the model for that sample. A higher variance indicates

a sample that is harder for the model to analyze. It is important to note that this uncertainty

does not necessarily correlate with the estimation error, as the model can be uncertain and still

correct. In essence, the uncertainty is correlated with some sample difficulty inherent to the

trained model. To better understand the problem formulation of this approach, a visualization

of the model output is shown in Figure 5.7.

This approach has been tested with the models described in Section 4.1. As described in

Chapter 3 (Data), the ages range from 19 to 90. Despite that, the models are designed to predict

from age 0 to 100 to give the model the room to express its uncertainty. An example of a more

uncertain, and thus wider, prediction can be seen in Figure 5.8.

The image data is prepared the same way as described in Section 5.3.1. Both models are

processing the same images with the same goal, the only difference being the modality of the

output. The ground truth however needs to be transformed into a different representation. In-

stead of age being represented as a floating-point number of years, the age is transformed into

a one-hot encoded vector, where the category is the rounded value of the age.

The loss combines the mean squared error and the categorical cross-entropy loss, which
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is regularized by the variance of the estimated probability distribution. To properly tune the

model, this three-component loss introduces two hyperparameters. The loss is formally defined

as:

L = CCE(ytrue; onehot,ypred)+λ1MSE(ypred; expected value,ytrue)+λ2Var(ypred) (5.7)

CCE is the categorical cross-entropy, MSE is the mean squared error, Var is the variance of

the distribution, and λ1 and λ2 are the hyperparameters. The expected value and variance are

calculated as:

µ = ypred; expected value =
N

∑
j=0

jp j (5.8)

Var =
N

∑
j=0

p j( j−µ)2 (5.9)

In this formulation, p j is the probability of age j; p j is ypred in the loss formulation. With this

loss, the penalization due to a bad estimation can be lessened if the model is uncertain in its

estimation. This allows the model to improve its performance, as optimization will not degrade

learned features that work well on most samples for the sake of improving estimation on an

outlier sample.

The evaluation approach is similar to Section 5.3.1. The same trends per age group are

analyzed, and additional analysis of the models’ uncertainty for low and high error samples, as

well as the general uncertainty trends with age.

5.3.3 Sex assessment

Sex assessment is another routine task of forensic odontology. Sexual dimorphism, the struc-

tural differences in the bodies of different sexes, can be observed throughout the entire human

body, and the dental system is no exception. While it is stronger expressed in skeletal structures

than in teeth, sex can still be assessed with reasonable accuracy from individual teeth. This

task can be formulated as a classification problem with two classes. The model discovery and

hyperparameter optimization approach for sex assessment are the same as described in Section

5.1.

As with age estimation by direct regression, sex assessment uses both models described in

Chapter 4. The models are modified to include two outputs (one for the probability of each

class), like age estimation by direct regression has just one output, and age estimation with a

probability distribution has 100 outputs. The loss function used is categorical cross-entropy
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(CCE). Formally, CCE is defined as:

CCE =
1
N
−

N

∑
i=0

ytrue; i · log(ypred; i) (5.10)

Where ytrue; i is the one-hot encoded category of sample i, and ypred; i is the model prediction for

that sample, and N is the number of samples.

For panoramic dental x-ray images, the models based on state-of-the-art feature extractors

and attention are resized to 512 px by 512 px, as preliminary experiments have shown that this

size produces the best-performing models. For the BiFPN-based model, the best performing

size was 256 px by 256px, so images are resized accordingly for that model. In both cases,

augmentation is used.

For individual tooth x-ray images, images are of size 528 px by 528 px. As described in

Section 3.3.2, all teeth can fit within a 528 px by 528 px image in their original form; therefore,

no resizing is done to individual tooth x-ray images.

As this is a classification problem, and as the classes are mostly balanced, accuracy is used

as the performance metric. Accuracy is defined as:

Acc =
TP+TN

TP+TN+FP+FN
(5.11)

Acc is the model’s accuracy, TP is the number of true positive samples, TN is the number of

true negative samples, FP is the number of false positive samples, and FN is the number of

false negative samples. An analysis per age group and (when applicable) tooth type and dental

alterations is performed to determine the trends, impacts, and potential biases of the model.

5.3.4 Tooth type determination of individual tooth x-ray images

The tooth type is an important factor in classical forensic odontology approaches. Tooth mea-

surements are compared to reference tables per tooth type, therefore, knowing the tooth type is

a prerequisite for sex assessment and age estimation in classical forensic odontology. This is a

classification problem, and therefore CCE loss is used, which is defined in Section 5.3.3. Only

individual tooth x-ray images are used; hence, as described in Section 3.3.2, all images are of

the size 528 px by 528 px. Image augmentation is not used. Both models described in Chapter

4 are used.

Tooth type classification presented another challenge. The standard approach to tooth type

classification is defined by ISO-3950 standard [139], also commonly known as the FDI dual

notation system. The FDI dual notation system assigns two numbers to every tooth based on

its location; one for the quadrant it resides in and one for its location within the quadrant. This

totals 32 classes, one for each tooth. However, in literature, different tooth type classification
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Figure 5.9: An example of a confusion matrix for a 4-class tooth type determination model. The rows
represent the model predictions, and the columns represent the ground truth values. The figure shows an
example of a correct classification (molar-molar) and a misclassification (canine-molar).

systems are used. Some classical age estimation methods consider teeth to be left-right sym-

metrical, thus merging quadrants 1 and 2, 3 and 4, resulting in 16 classes, two teeth per class.

Some research drops the distinction between mandibular and maxillary teeth, resulting in an

8-class system. Finally, some research differentiates teeth into the four basic types by function:

incisors, canines, premolars, and molars. For the sake of completeness and general usability,

this thesis examines and designs models for all four classification approaches.

Tooth type determination, like sex assessment, is a classification problem. As the classes

are mostly balanced, accuracy is used as the evaluation metric. In addition to the analysis of

trends per age group and the impact of alterations, an analysis of misclassifications is performed

to determine which tooth relations cause the most issues for the model. This analysis is done

using the confusion matrix. A confusion matrix is an N by N matrix, whereby N is the number of

classes. Each row represents predicted classes, and each column represents the true classes, with

the number representing either the number or percentage of samples that belong to a specific

prediction-ground truth pair. Consequently, the elements on the diagonal represent the correct

classification, and the neighboring values represent how the model misclassified samples. An

example of a confusion matrix for a 4-class tooth type determination system is shown in Figure

5.9.

5.3.5 Multi-task models

Given all the segmentation and regression tasks, and given that the input data is the same, it

might be natural to assume that a multi-task model would perform equally or better, while at

the same time requiring fewer resources. As all images are ultimately teeth or the entire jaw, and

the demographic data is linked to some morphology seen on those images, it is fair to assume

that there are shared features between multiple demographic information estimation tasks. As

the model is estimating multiple demographic facts, there might be some correlation between

features and different demographic information that could be exploited to achieve better results.
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To that end, this thesis explored the usage of the models described in Section 4.1 for this multi-

task approach. The loss of such a model is the weighted sum of losses for every subtask.

Formally, for age estimation and sex assessment, the loss is:

L = CCE(x,y)+λMSE(x,y) (5.12)

CCE is the categorical cross entropy (for sex assessment), and MSE is the mean squared error

(for age estimation). In this loss, λ is the tradeoff hyperparameter.

During hyperparameter optimization, a total of 457 experiments have been performed, and

no successful model has been found. No model could perform both sex assessment and age

estimation successfully. Some models reached performance close to single-task models, but the

other task would perform significantly worse than its single-task counterpart. Figure 5.10 shows

the performed experiments. As this approach was unsuccessful, Chapter 6 (Results) does not

contain a detailed analysis of the results.

Figure 5.10: Parallel coordinates plot of grid and random search for multi-task models that simultane-
ously estimate age and assess sex. Grid and random search initially used a range for λ between 0 and
1. On the second iteration of hyperparameter optimization, the range was reduced between 0 and 0.1, as
that interval performed best.

5.4 Segmentation of tooth alteration in panoramic and indi-

vidual dental x-ray images

Segmentation is a different problem from age estimation and sex assessment, but it is nonethe-

less very important for forensic odontology. It is a form of classification, but instead of doing

one general classification, segmentation classifies every pixel of the input image individually.

Teeth can be afflicted by different alterations, and those alterations prevent the classical forensic

odontology method from analyzing those teeth. Additionally, a segmentation of the entire tooth
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Figure 5.11: The architecture of the FCN-8, FCN-16, and FCN-32 models. The models use a similar
convolutional backbone and differ in the upscaling factor used to produce the segmentation mask.

allows for the removal of all surrounding tissue and thus excess information, making measure-

ments easier and enabling automated methods to dedicate their capacity to estimation, not noise

removal.

In this thesis, segmentation is performed on panoramic dental x-ray images, as well as

individual dental x-ray images. A data variant of individual tooth x-ray images is also evaluated,

where the surrounding structures are removed. As every tooth has a segmentation map for the

tooth itself, the surrounding structure can easily be removed. The dataset is slightly different

from age estimation, sex assessment, and tooth type determination due to the complex and

time-consuming nature needed for segmenting images by hand. An overview of the 813-image

dataset is given in Section 3.3.3. For the experiments performed in this thesis, panoramic dental

x-ray images are resized to 768 px by 768 px, and individual images are resized to 128 px by

128 px.

State-of-the-art segmentation models are well established in the literature. The three most

used and successful models in the literature are Fully Convolutional Networks [156], DeepLab

v3 [157], and UNet [129]. Fully convolutional networks (FCNs), as their name suggests, only

use convolutional layers. This allows them to accept images of any size. There are three vari-

ants of FCN - FCN-32, FC-16, and FC-8. Those numbers refer to the upsampling rate used after

feature extraction by the network. In other words, for FCN-32, once the network processes the

image, the final feature map is upscaled by a factor of 32. This, in turn, causes a rougher seg-

mentation map, as more spatial information was lost due to the depth of the network. Likewise,

FCN-16 upscales its final feature map by a factor of 16, and FCN-8 upscales it by a factor of 8.

The FCN architecture can be seen in Figure 5.11.

DeepLab v3 is a deep-learning architecture for segmentation that leverages atrous convo-

lutions and Atrous Spatial Pyramid Pooling (ASPP). Atrous convolutions, also called dilated

convolutions, are convolutions that introduce a spacing between the values of their kernel. This

54



Optimization, training, and analysis of forensic neural network models
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Figure 5.12: Visualization of the processing of atrous (dilated) convolutions. The dilation rate increases
the distance between neighboring values, leaving a gap between them.

spacing is called the dilation rate. A 3x3 convolution with a dilation rate of 2 has an effective

field-of-view of size 5x5. Equivalently, a 3x3 convolution with a dilation rate of 1 is just a con-

ventional convolution. This way, a wider area can be processed with an overall lower parameter

count. Feature maps of conventional convolutions shrink layer by layer, summarizing the image

and estimating the target information from that representation. However, segmentation requires

spatial information, making it harder to construct a segmentation map for a "fully summarized"

image. Atrous convolutions can maintain the same spatial dimension of a feature map and si-

multaneously allow for the processing of features on different scales, as the dilation rate defines

the field of view that the convolution processes. DeepLab v3 uses atrous convolutions with a

dilation rate of 6, 12, and 18. A visualization of a atrous convolution can be seen in Figure 5.12.

The Atrous Spatial Pyramid Pooling module of DeepLab v3 is used for multi-scale process-

ing of the feature extractors’ final feature map. Atrous convolutions of different dilation factors

process the feature map at effectively different scales due to their field-of-view, but all resulting

feature maps retain the same spatial dimensions. The output of all those atrous convolutions is

concatenated and processed by a 1x1 convolution to reduce the number of channels. A diagram

of the Atrous Spatial Pyramid Pooling module can be seen in Figure 5.13.

The DeepLab v3 architecture combines those two elements with any feature extractor to

form the full model. The most used feature extractors, and those analyzed in this thesis, are

MobileNet [158], HRNet V2 (W32 and W48) [159], and ResNet (50 and 101) [29].. The rest of

the architecture is the connective tissue between those elements. The full architecture consists

of the feature extractor, the ASPP module, two 3x3 convolutions that reduce the number of

channels to the number of classes the model is segmenting, and finally, a bilinear upscaling by

a factor of 8. The architecture can be seen in Figure 5.14.

UNet is a deep-learning image segmentation architecture that has a characteristic U shape.

It uses only the most basic elements of convolutional neural networks: 3x3 and 1x1 convolu-
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Figure 5.13: Visualization of Atrous Spatial Pyramid Pooling. The same feature map is processed at
different scales using atrous convolutions. This produces feature maps of the same size, but due to the
dilation factor, the processing is effectively on different scales.
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Figure 5.14: The DeepLab v3 architecture. A convolutional backbone processes images and Atrous
Spatial Pyramid Pooling processes the resulting feature map. Next, the outputs of the ASPP module are
concatenated and finally processed by a 1x1 convolution that produces the predicted segmentation mask.
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Figure 5.15: The baseline UNet architecture. An image is processed by a sequence of convolutions and
max-pooling, after which it is upscaled using up-convolutions. Skip connections are added between the
same scale in the "down" and "up" parts of the network. The network capacity is adjusted by changing
the number of channels across all convolutional layers.

tions, 2x2 max-pooling, and 2x2 up convolutions (also called transposed convolutions). The

architecture follows the encoder-decoder schema, where one half of the network (the "down

network") reduces the spatial dimension and increases the depth of the feature map as the net-

work progresses, and the other half (the "up network") increases the spatial dimension while it

reduces the depth of the feature map, eventually producing an output of the same size as the

input image, and with a number of channels equal to the number of segmented classes. Skip

connections across the subnetworks are used between layers that produce tensors of the same

spatial dimension. An overview of the architecture can be seen in Figure 5.15. In addition to

baseline UNet, this thesis proposes three additional variants that change the model’s capacity.

All variants have the same architecture, but the number of output channels of each convolution

is scaled up or down to change the model’s capacity. The smallest variant, UNet Micro, has

1/16th of the output channels for every convolution compared to the baseline UNet. The second

smallest variant, UNet Mini, has 1/4th, and the biggest variant, UNet Big, has 2x the number

of output channels in every convolutional layer compared to baseline UNet. An overview of all

networks and their number of parameters can be seen in Table 5.2.

Training segmentation networks is slightly different from classification and regression mod-

els. While classification and regression models achieved better results when trained with SGD

and cosine annealing with warm restarts as the learning rate schedule, segmentation model

performance was better when trained with the Adam optimizer. This holds true not only for

segmentation of the entire tooth but for every tooth alteration, and both for segmentation of

individual tooth x-ray images and for the entire panoramic dental x-ray images.
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Table 5.2: The number of parameters of all evaluated segmentation architectures and their variants.
UNet has the largest variance, while the differences for FCN variants are minor. DeepLab v3 variants
are defined mainly by their feature extractor, as the segmentation head itself is not overly large relative
to the feature extractor.

Base model Variant Parameter count

Unet

Micro 68 266

Mini 1 081 762

Baseline 17 266 306

Big 69 037 314

FCN

FCN32 134 271 430

FCN16 134 273 924

FCN8 134 285 122

DeepLab v3

MobileNet 5 108 994

HRNet V2 W32 33 790 658

ResNet50 39 633 986

ResNet101 58 626 114

HRNet V2 W48 71 592 002

Three metrics are most often used for segmentation: per-pixel accuracy, intersection over

union (Jaccard index), and the Sørensen–Dice coefficient. Per-pixel accuracy treats every pixel

as a classification sample, which can either be classified as a true positive, true negative, false

positive, or false negative. This metric is a useful indicator when the segmentation maps are

not sparse. For sparse segmentation maps, most pixels are correctly classified as true negatives,

which inflates the accuracy score. Segmentation of dental alterations and teeth is a task with

sparse segmentation maps, which makes accuracy an unsuitable metric. For example, tooth

decay is often not widespread in panoramic dental x-ray images, as decay is quickly fixed when

found by dentists. Teeth in a panoramic dental x-ray image, if they even have decay, have

just one or two instances of it. This leads to a sparse segmentation map. In this case, even if

the model always outputs an empty segmentation map, the accuracy is still over 95%, as it is

technically correct that most of the image does not contain tooth decay.

The Jaccard index, also called intersection over union, solves this problem by calculating the

percentage of overlap between the ground truth and predicted region. The bigger the overlap,

the higher the value of the resulting metric. This avoids the issue of the true negative bias that
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Figure 5.16: The Jaccard index, also called the Intersection over Union. The metric describes the
percentage of overlap between the ground truth and predicted regions, thus avoiding the true negative
bias of the per-pixel accuracy.

per-pixel accuracy has. Formally, the Jaccard index is defined as:

J(A,B) =
|A∩B|
|A∪B|

=
|A∩B|

|A|+ |B|− |A∩B|
(5.13)

In this equation, A is the ground truth region, and B is the predicted region. This equation can

be visualized as shown in Figure 5.16.

The Sørensen–Dice coefficient is somewhat similar to the Jaccard index, as it too calculates

the overlap between the ground truth area and the estimated area. Moreover, the Sørensen–Dice

coefficient and the Jaccard index are always positively correlated. However, those metrics are

not functionally equivalent. Similarly to L2 and L1 errors, the Jaccard index penalizes instances

of wrong classification significantly more than the Sørensen–Dice coefficient. In aggregate, the

Sørensen–Dice coefficient represents the performance closer to average, while the Jaccard index

represents the performance closer to the worst-case scenario. Formally, the Sørensen–Dice

coefficient is defined as:

DSC =
2|X ∩Y |
|X |+ |Y |

=
2T P

2T P+FP+FN
(5.14)

In this equation, X and Y are the ground truth and estimated regions, respectively. The Sørensen–Dice

coefficient can also be used for boolean data. The second part of the equation defines the DSC

in that scenario. TP is the number of true positives, FP is the number of false positives, and

FN is the number of false negative classifications (per-pixel). Segmentation studies in med-

ical applications, and especially forensic odontology, report results using the Sørensen–Dice

coefficient.
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5.5 Detection and type determination of teeth in panoramic

dental x-ray images

In the context of forensic odontology, detection is used to locate individual teeth in panoramic

dental x-ray images. While teeth are in a somewhat similar position in relation to each other,

their absolute position and size on the image change due to differences between people. In

forensic cases, further complications are possible due to fractures of the jaw and the skull, as

well as if teeth are not affixed to a jaw. There are many object detection approaches in the

literature, from the traditional approaches like the Viola-Jones detector [7], HoG detector, and

DPM, to current deep learning-based approaches. In deep learning, there are two branches

of object detection networks - one- (like the YOLO model family, SSD, RetinaNet) and two-

stage (like the R-CNN model family, SPNet, FPN) detection approaches. They differ by either

having a separate region-proposal stage or by directly predicting the bounding boxes. Two-

stage detection approaches are better at detecting irregularly shaped objects, while one-stage

detectors prioritize inference speed and parameter count. As it is very rare for teeth to have

outliers in shape, single-stage detectors are the right choice for forensic odontology.

This thesis focuses on the newest iteration of the YOLO architecture (YOLO v5 [160])

and its variants. YOLO v5 has four variants in regards to capacity, which are called "small,"

"medium," "large," and "extra large." The scaling is controlled by two parameters, the width and

depth multiple. These parameters define how the compound scaling is applied to the network.

The compound scaling method used was proposed by the EfficientDet paper [146], which in

detail explains the heuristic used. In addition to compound scaling, a series of so-called "P6"

models were evaluated. The baseline variant of YOLO v5 outputs three layers (called P3, P4,

and P5) from which the final detection inference is made. The "P6" variant has an additional

output layer, P6, which is also taken into consideration. The baseline architecture uses Spatial

Pyramid Pooling [161] and Cross Stage Partial Network modules [162] to reduce computational

time and parameter count while maintaining the same detection performance. The main feature

of Spatial Pyramid Pooling is the removal of the fixed-size constraint of neural networks, which

enables a convolutional neural network not to require an input image of a specific size. The

Cross Stage Partial Network module employs a split-and-merge strategy to allow for more gra-

dient flow through the network. The baseline architecture of YOLO v5 can be seen in Figure

5.17.

The models are trained using Stochastic Gradient Descent (SGD), with the learning rate

being regulated by the One Cycle Learning Rate schedule [163]. The loss is a compound loss

consisting of three components. The first component is the bounding box regression loss, which

is realized as the mean squared error. This component corrects the output of the raw bounding

box prediction. The second component is the objectness loss, which is realized with binary
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Figure 5.17: The architecture of the YOLO v5 detection model. The architecture uses multiple CSP
modules and a high degree of skip connections and concatenations to allow for easier gradient calcula-
tions.

cross-entropy, with the goal of determining if the image within the predicted bounding box

is an object or just the background. The third component is the classification loss, which is

realized as categorical cross-entropy. Classification loss is used for the final classification; in

this case, the determination of the type of a detected tooth.

Multiple variants of the data have been evaluated to determine the best hyperparameters for

detection. In addition to the different model configurations, models were trained and evaluated

on four input image sizes: 256, 640, 1280, and 1820. Detection models can detect and classify

objects. To that end, five classification approaches have been tested. The baseline approach

is a pure detection of the tooth with no additional classes. The additional variants classify

the type of the tooth during detection. All four classification approaches are tested, with teeth

being classified into either 4, 8, 16, or 32 classes as described in Section 5.3.4. Compared to

the method proposed in Section 5.3.4, the difference in this approach is the presence of more

context. An image of an individual tooth contains only the tooth and some surrounding tissue,

while the classification during object detection can incorporate a wider context in its prediction.

To properly evaluate object detection systems, four metrics are used. Those metrics are

intersection over union, precision, recall, and the mean average precision (mAP). Similar to

intersection over union (IoU) described in Section 5.4 and shown in Figure 5.16, IoU for object

detection describes the overlap between the ground truth and the predicted region, with those

regions being bounding boxes. The value of IoU is between 0 (no overlap) and 1 (total overlap),

and higher values describe better detection results.

Precision and recall are metrics often used in classification. Precision is the ratio of correctly

positively classified samples (true positives) and all samples that have been positively classified
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(true and false positives). It describes the correctness of positive classifications - if the model

positively classifies a sample, how likely is it to be correct? On the other hand, recall describes

how many samples are correctly positively classified. The recall is the ratio of positively classi-

fied samples (true positives) and all samples that should be classified as positive (true positives

and false negatives). Formally, precision and recall are defined as:

Precision =
T P

T P+FP
(5.15)

Recall =
T P

T P+FN
(5.16)

While the difference seems subtle, the metrics describe very different properties. In the context

of object detection, recall tells us how many objects were found out of all objects that should

have been found, and precision tells us how likely it is that a detection is actually an object.

The mean average precision (mAP) is the most commonly used metric for object detec-

tion, as it best encapsulates the performance of a detection model [164]. It is calculated as

the mean AP for all classes for a certain IoU threshold. Average precision is calculated as

the area under the precision-recall curve. As precision and recall are in opposition (the more

prediction are correct, the more predictions will be missed, and vice-versa), every precision

value will have a corresponding recall value. The precision and recall are usually calculated

at a certain IoU threshold, and the precision-recall pairs are calculated cumulatively sorted by

model confidence. This combination of cumulative (also sometimes called "progressive" in lit-

erature) precision-recall calculation and sorting by model confidence effectively represents the

calculation of precision and recall at all confidence thresholds.
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Chapter 6

Results

6.1 Age estimation

6.1.1 Direct regression for panoramic dental x-ray images

Estimation of age with direct regression for panoramic dental x-ray images is the baseline ap-

proach to age estimation. As described in Chapter 5, Section 5.2, and Section 5.3.1, the results

presented here are from the fine-tuned model discovered with a combination of grid and ran-

dom search. Mean and median absolute errors are used as the evaluation metrics, and the error

is measured in years. The dataset and train/test split is described in Chapter 3 , Section 3.3.1.

The results are analyzed per age group, anatomical region, data sampling and handling, and by

overall performance.

The hyperparameter search produced models with mean absolute errors ranging from 5.67

years to 20 years. Surprisingly, models with the attention mechanism have consistently un-

derperformed compared to their non-attention counterparts. The best-performing model has

the following hyperparameters: VGG16 as the feature extractor, with 40 channels in the fi-

nal convolutional layers, 128 units in the second to last fully-connected layer, and no attention

mechanism. A visualization of the predictions of the best model can be seen in Figure 6.1.

The training data was prepared in three different ways. The baseline approach, with no

modifications to the images and no influence on the sampling, achieves an overall mean absolute

error of 4.06 years and a median error of 3.11 years. The best performance is achieved in the

age group of 20 to 25 years, with a matching mean and median error of 2.82 years. The worst

performance is for the age group of 65 to 70 years, when the mean error is 11.78 years and the

median error is 13.75 years. To account for the bias towards younger samples, stratification per

age was evaluated. The results improve on average, achieving a mean error of 4.02 years, but

getting slightly worse in the median case, with the median error increasing from 3.11 years to

3.17 years. In this case, the best performance shifted to the age group of 30 to 35 years, with a
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Figure 6.1: Model age estimations and their true values. Each dot is a sample from the dataset, the
x-axis represents the true age of a sample, and the y-axis represents the age the model estimated for that
sample. The diagonal line is the line of perfect estimations. As can be seen, younger samples are closer
to the diagonal line, while older samples have a higher degree of variance. It can also be seen that the
model does not systematically over- or underestimate age.

mean error of 3.29 years and a median error of 2.61 years. The best median performance stays

in the age group of 20 to 25 years, with an error of 2.32 years. When augmentation is added, the

overall mean absolute error decreases from 4.06 to 3.96 years, and the median absolute error

decreases to 2.95 years. The best performing age group is again between the age of 25 and 30,

with a mean absolute error of 2.97 years and a median absolute error of 2.77 years. The best

median performance is for the age group between 25 and 30 years, where the median absolute

error reached just 2.12 years. Overall, the best-performing model uses augmentation and no

stratification. An overview of the results in terms of absolute mean and median error for every

age group for all three approaches can be seen in Table 6.1. A visualization of those results can

be seen in Figure 6.2.

In addition to the baseline models, the architecture described in Section 4.2 was used to

construct a model for age estimation. The search resulted in a model of 367 129 learnable

parameters, which is just 2.3% of the learnable parameters of the model based on VGG16,

which had 16 238 185 learnable parameters. The hyperparameters for this model are: 2 BiFPN

layers, a BiFPN feature size of 16, 128 units in the second-to-last fully-connected layer, an

image size of 256 by 256 px, a feature compressor depth of 1, and a convolutional depth starting
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Figure 6.2: Overall results of age estimation per age group and data-variant approach for the model
based on a state-of-the-art feature extractor and attention. As can be seen, younger samples have a lower
overall median absolute error and lower variance. The first age group is a statistical anomaly due to the
low sample count.

Table 6.1: The results of the age estimation per data-variant approach and age group for the model based
on a state-of-the-art feature extractor and attention. Two errors are shown, the mean absolute error as µ

and the median absolute error as ŷ.

Age group
Baseline Augmentation Stratified sampling

µ ŷ µ ŷ µ ŷ

[15, 20) 10.37 11.01 11.80 12.19 6.45 6.74

[20, 25) 2.82 2.82 2.97 2.77 3.58 2.32

[25, 30) 2.97 2.37 3.02 2.12 3.50 2.38

[30, 35) 3.72 2.99 3.27 2.42 3.29 2.61

[35, 40) 3.67 2.53 3.63 3.03 3.80 3.64

[40, 45) 4.65 3.94 4.47 3.20 4.45 4.33

[45, 50) 5.62 5.52 5.54 4.45 3.76 3.54

[50, 55) 4.07 2.72 4.25 4.24 4.24 2.70

[55, 60) 6.03 4.97 5.76 4.66 4.16 3.30

[60, 65) 3.84 3.61 3.29 2.70 4.20 3.59

[65, 70) 11.78 13.75 11.25 12.10 9.08 7.86

[70, 75) 5.01 5.67 3.90 4.98 12.68 12.90

[75, 80) 11.85 12.02 12.97 11.68 11.03 11.01

All ages 4.06 3.11 3.96 2.95 4.02 3.17
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Figure 6.3: Overall results of age estimation per age group for the BiFPN-based model. Similarly to
the previous model, younger samples perform better with a lower degree of variance. Compared to the
previous model, the variance is across the board lower, even for higher age groups. As before, the first
age group is a statistical anomaly due to the low sample count.

Table 6.2: The results of the age estimation per data-variant approach and age group for the BiFPN-based
model. The mean absolute error is shown as µ and the median absolute error as ŷ.

Age group [15, 20) [20, 25) [25, 30) [30, 35) [35, 40) [40, 45) [45, 50) [50, 55) [55, 60) [60, 65) [65, 70) [70, 75) [75, 80) All ages

µ 11.96 2.95 3.03 2.91 3.37 3.96 4.30 4.60 3.87 3.91 6.14 8.73 9.82 3.69

ŷ 10.70 2.19 2.47 2.37 3.03 3.59 4.19 3.50 4.08 3.29 4.68 7.75 9.82 3.11

at 16 and finishing with 128 channels. The overall mean absolute error for this model is 3.69

years, which is 0.27 years better than the model based on a state-of-the-art architecture. The

overall median absolute error is 3.11 years, which is slightly worse than the model based on a

state-of-the-art architecture, the difference being 0.16 years. The best performing age group is

between the years of 30 and 35, with a mean absolute error of 2.91 years and a median absolute

error of 2.37 years. A full overview of the this models results per age group can be seen in Table

6.2, and a visualization of the results per age group can be found in Figure 6.3.

To determine which regions of interest, from an anatomical point of view, contribute the

most to a correct age estimation, three additional variants are trained as explained in Section

5.3.1. The models are on images of only the tooth region, of only the surrounding tissue, and

of only the surrounding tissue, but with teeth being covered individually instead of blocking the

entire tooth region. For models trained on only the tooth region, an overall mean absolute error

of 4.65 years is achieved, which is a 0.7 years difference from the best full OPG model, while

the overall median absolute error is 3.62 years. The best performing age group is between the

ages of 25 to 30, where a mean absolute error of 3.04 years and a median absolute error of 2.19

years is achieved. Models trained on the surrounding tissue achieve an overall mean absolute

error of 5.06 years and an overall median absolute error of 4.12 years. This is a 1.1-year increase

in mean absolute error compared to the best full OPG model. The best performing age group is

slightly older for this case, with a mean absolute error of 3.26 years being achieved for samples

between the age of 35 and 40. If teeth are precisely covered by their bounding boxes instead
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Figure 6.4: Overall results of age estimation per age group and anatomically important regions of interest
for the model based on a state-of-the-art feature extractor and attention. The performance trends for age
are similar to before, just with higher variance due to a decrease in available information for the model.
As can be seen, the region with teeth present performs best.

of a general cover of the tooth region, the overall mean absolute error increases even higher,

reaching the value of 5.42 years - a full 1.46 years increase compared to the best performing

full OPG model. The best performing age group is the same as for the model with the covered

tooth region, with the samples between the ages of 30 and 35 achieving the smallest error, which

is still a significantly higher 4.19 years. The median error for the best-performing age group is

3.49 years. The overview of all results in regards to the region of interest models per age group

and image variant can be seen in Table 6.3, and a visualization of the results can be seen in

Figure 6.4.

Regarding computational performance, all models based on state-of-the-art architectures

and attention described in Section 4.1 perform inference of 100 images in 1.65 seconds, regard-

less of sampling approach, augmentation, or region of interest take the same time. On the other

hand, models trained on the minimized architecture described in Section 4.2 perform inference

of 100 images in 0.12 seconds, an order of magnitude faster. This performance is measured on

an Nvidia 2080 Ti GPU. Age estimation with current manual measurement methods takes 20 to

30 minutes per image.

Attention has been shown to overall improve deep learning model performance. However,

extensive testing has shown that the models equivalent (up to the attention module) perform

worse for this specific use case. Attention helps with filtering of unnecessary information from

the input. Learned features can be shared across different classes, which can be detrimental

to the differentiation between some class pairs or sets. With attention, parts of an image are

effectively blocked out, and thus the negative influence of the distracting signal is diminished.

Panoramic dental x-ray images are aligned, as a person’s head is fixated during scanning. Thus,

images do not have the distracting variance that attention combats. Interestingly, when models

with attention worked well, their attention module converged to a state to always return a feature

map with all values equal to or very close to 1, effectively disabling the attention module.

The results clearly indicate a trends of decreased performance with increased age, as can be

observed in Figure 6.2, Figure 6.4, Table 6.1, and Table 6.3. This stems mainly from two factors.

The first factor, as shown in Chapter 3, is that the available data is slightly biased towards

younger samples. This inevitably leads to the model inheriting that bias, as the optimization
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Table 6.3: The results of the age estimation per age group and anatomically important regions of interest
for the model based on a state-of-the-art feature extractor and attention. Two errors are shown, the mean
absolute error as µ and the median absolute error as ŷ.

Age groups
Teeth region Surrounding tissue Precisely covered teeth

µ ŷ µ ŷ µ ŷ

[15, 20) 12.04 13.06 11.80 11.96 11.31 10.91

[20, 25) 3.67 3.45 5.17 4.59 3.56 3.80

[25, 30) 3.04 2.19 4.61 3.61 5.22 4.15

[30, 35) 4.20 3.41 4.44 3.35 4.19 3.49

[35, 40) 4.43 3.20 3.26 2.73 5.14 4.55

[40, 45) 4.84 3.76 5.39 5.67 5.30 3.52

[45, 50) 5.72 3.96 6.26 4.73 4.54 4.01

[50, 55) 4.68 4.40 4.58 3.52 6.30 6.55

[55, 60) 7.17 6.81 5.68 3.83 5.92 5.73

[60, 65) 4.52 4.69 5.51 3.73 7.56 6.13

[65, 70) 13.57 15.48 10.02 10.03 10.61 10.78

[70, 75) 6.80 7.07 14.12 12.33 15.38 16.76

[75, 80) 20.18 18.45 16.90 17.35 18.05 19.86

All ages 4.65 3.62 5.06 4.12 5.42 4.40
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process will produce a model that will underestimate the age in case of uncertainty, as this

will produce overall better results. The stratified sampling approach fixes that issue. Stratified

sampling produced a model that overall achieves worse performance, but the performance per

age group is more stable. Additionally, with more data being available in younger age groups,

better discriminative features can be found, and thus better results can be achieved in younger

age groups. The other factors are tooth changes, be they natural or external. With age, teeth

stop their development, and calcification and decay become the driving force behind dental

structure changes [69]. This naturally leads to less discriminative features and information being

contained in a tooth, as there is less difference between more mature age groups. As people age,

teeth get damaged, and the damage and alterations to fix that damage accumulate more and more

throughout a lifetime. As those alterations remove part of the tooth and replace it with artificial

material, any information that the original tissue contained is gone. Therefore, older samples,

which usually have more alterations, consequently contain less age-related information. The

latter’s effect can be seen in the model based on stratified training, as older age groups still

have a decreased performance trend with rising age, albeit a less pronounced trend than in the

baseline and augmentation cases.

Classical age estimation methods are primarily based on tooth parameters. As the deep

learning model processes the entire panoramic dental x-ray image, it is necessary to determine

what part of the image contributes to the estimation. From the results shown in Table 6.3 and

Figure 6.4, it can be seen that the tooth region produces the best performing model, while the

surrounding tissue and precisely covered teeth perform worse. The performance difference

between the roughly and precisely covered teeth can be explained by outliers. While the tooth

region covers the region where teeth are visible, not all samples have well-aligned teeth of

the same size. In other words, some images have edges of teeth or roots visible, which the

model can exploit to improve its estimation. The overall results give insight into the importance

of the different anatomical regions of interest. The models that include teeth perform better,

which indicates that teeth contain either easier accessible or more information about age. The

surrounding tissue can also be used for age estimation, albeit with worse performance. More

importantly, given that models that combine both dental and skeletal features perform better,

it can be concluded that the skeletal and dental tissue both contain information expressed in

different, independent features. Another interesting observation that can be seen by comparing

Table 6.1 and Table 6.3 is that by removing teeth the best performing age group increases to

the years of 35 to 40. This indicates that age-related changes are more pronounced in the

surrounding skeletal tissue than in individual teeth.

A problem with stratification by duplication is the potential for the model to overfit to the

few samples, be it in just the age bracket or in general. In this case, the model produces overall

worse results, but the performance in older age groups was better. As the train and test set
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are fully separated, and the test set is never used for any research decisions, this clearly indi-

cates that the model did not overfit to the train samples but managed to find better features for

older samples. The larger sample count in younger age groups impacts the training process by

suppressing the features that help identify older samples, as their presence lowers overall per-

formance. Training time augmentation tackles this problem differently. By modifying images

during training time, the model is never trained on the two identical samples more than once.

These virtual samples increase the "effective sample count" for every age group, thereby dimin-

ishing the effect of the low sample count in higher age groups. This naturally is not a perfect

substitute, as the lack of diversity in the dataset cannot be artificially added without real data.

Thus the diminishing performance with increasing age is still present, but the overall results are

better than the baseline case.

The Unnamed architecture described in Section 4.2 was designed with speed and efficiency

in mind. Current state-of-the-art models compete on the ImageNet benchmark [165], which

has 1000 classes. These models are designed to be high-capacity, with speed and efficiency

being secondary objectives. ImageNet is also a generalist dataset, with natural images of a wide

variety of objects. In contrast, forensic odontology estimates comparatively very few values,

and those estimations are done on x-ray images of the human dental system. The input domain

is significantly more limited, which leads to less capacity being needed to process the image.

This is ultimately reflected in the results. The age estimation models produce a better mean

absolute result by a margin of 0.27 years while only needing 2.3% of the number of learnable

parameters. While the average case was improved, the median absolute error rose by 0.16

years. This difference in performance between the architectures indicates that the minimized

model over- or underestimates less.

The age estimation methods currently in use are most often based one of three fundamental

studies: Kvaal et al. [75], Drusini et al. [76], or Cameriere et al [78]. These studies use

groups of tooth measurements to estimate a person’s age. They work with individual teeth

which need to be healthy, without any alterations. The developed models estimate a person’s

age from the entire panoramic dental x-ray image, and they do not need all teeth to be in perfect

condition. Additionally, those studies have at least an order of magnitude fewer samples due to

the difficulties of manual measurements.

Kvaal et al. [75] uses the teeth up-1, up-2, up-5, down-2, down-3, and down-4 to perform

age estimation. The reported estimation errors are between 9.5 and 11.5 years, depending on

which tooth is used for estimation. The data collection consists of 100 radiographs of dental

patients, and only healthy and unaltered teeth are included in the study. Drusini et al. [76]

approach age estimation in a similar way by measuring tooth parameters. The study analyzes the

tooth-coronal index ([77]), which is used to estimate the age of an adult sample. The estimation

error ranges from 5.88 years to 6.66 years on their dataset of 433 samples. Cameriere et al. [78]
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focuses on the parameters of the maxillary canine, and they achieve a median absolute error of

3.7 years. This method constructs a linear model based on some parameters of the maxillary

canine. The method has proven itself successful, but the parameters of the linear model need

to be adjusted for different populations. This method opened the gate to the creation of many

variants based on different populations [79, 80, 81, 82, 83, 84, 85], all of which perform on

a similar level of accuracy. These three methods are the pillars of age estimation in modern

forensic odontology and are the most commonly used classical methods. This thesis achieves

an overall mean absolute error of 3.69 years, which outperforms all current state-of-the-art

methods in forensic odontology while being fully automated and easily reproducible.

On the deep learning front, three studies stand out, Vila-Blanco et al. [89], Guo et al. [90],

and Kim et al. [91]. These approaches use deep learning-based methods to construct a model

that estimates a person’s age from panoramic dental x-ray images. Vila-Blanco et al. [89]

designed their own simple two-branch feed-forward convolutional deep learning architecture,

which consists of 6 consecutive 3x3 convolution and batch normalization blocks separated by

2x2 max pooling. Each branch estimates either age or sex, and both estimations are done

simultaneously. Some skip connections are added between the branches. They report a mean

absolute error of 2.84 years. However, their dataset includes child samples, which are inherently

easier to estimate due to the presence of developmental markers. In contrast, the youngest

sample in their dataset is 4.5 years, whereas the youngest dataset used in this thesis is 19 years.

The average age of their sample is between 17.1 years and 25.5 years, while the average of the

dataset used in this thesis is 38.17 years. Their dataset has 2289 samples, compared to the 4035

used in this research. A direct comparison per age group is not possible, as they calculate the

error from the youngest sample up to a certain age instead of calculating it for every age group

independently.

All previous methods are formulated as regression problems. The other two studies for age

estimation based on deep learning approach the problem as a classification problem. Guo et

al. [90] are more focused on the estimation of age in younger samples. Their dataset consists

of 10257 samples, ranging from the ages of 5 to 25 years, with a slight bias towards younger

samples for males and a slight bias towards older samples for females. The overall sample count

is slightly skewed towards female samples. Their model architecture is based on EfficientNet

[153] and SE-ResNet [166]. They achieve an accuracy between 92.3% and 95.9% (depending

on the age threshold used). Due to the significant difference in the sample age (child samples

compared to our adult samples), a direct comparison is not possible. Lastly, [91] too tackles age

estimation as a classification problem. Their dataset consists of panoramic dental x-ray images

of 2025 patients of all ages. They test two approaches, where they divide their samples into

either three or five categories. The three-category approach divides samples into the age groups

of 0 to 19 years, 20 to 49 years, and over 50-year-old samples. The five-category approach
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divides samples into the age groups of 0 to 19 years, 20 to 29 years, 30 to 39 years, 40 to 49

years, and over 50-year-old samples. Image patches containing the teeth "16", "26", "36", and

"46" are extracted, and a ResNet-152 is trained. They report an accuracy of between 89.05% and

90.27% and an AUC between 0.94 and 0.98. Again, as the problem is tackled as a classification

problem, where samples are grouped into broad age group classes, a direct comparison is not

possible. However, our predictions can be converted to classification labels to facilitate a direct

comparison. In that case, the 3-class variant achieves an accuracy of 92.62%, and the 5-class

variant achieves an accuracy of 70.91%. This difference is based on two factors. The first

factor is the difference in datasets. Kim et al. [91] have most samples with ages between 0

to 29 years (77% of their entire test set), which skews their results. The other factors are due

to the training and model. The model proposed in the thesis is optimized in such a way that

a difference between 49 and 50 years is penalized as a one-year error, while in the framework

Kim et al. propose penalizes the difference between 49 and 50 years as a full miss, while the

difference between 40 and 49 is not penalized at all.

6.1.2 Estimation as a probability distribution for panoramic dental x-ray
images

Estimating the age as a probability distribution improves estimation performance and gives in-

sight into which samples are harder for the model to estimate. The estimation is given as a

discrete probability distribution, from which the numerical value of the estimation is calculated

as the expected value, and the confidence is calculated as the variance. The data used does not

differ from the data used for direct regression for age estimation of panoramic dental x-ray im-

ages, with the description of the data being given in Section 3.3.1. The best-performing model

uses the combination of state-of-the-art feature extractors with optional attention architecture

described in Section 4.1. The performance is evaluated using the mean and median absolute

error of the expected value. This analysis examines the impact of the introduced trade-off hy-

perparameters on the estimated distributions and model performance, performance trends across

age groups, as well as the behavior and properties of the variance.

The best performing model has the following hyperparameter values: VGG16 as the feature

extractor, a depth of the final convolutional feature map of 40 channels, no attention, a fully-

connected layer of size 128, and the loss trade-off parameters of value λ1 = 0.8889 and λ2 =

0.04121. The overall mean absolute error is 3.60 years, and the overall median absolute error is

2.76 years. The average standard deviation is 4.85 years, and the median standard deviation is

4.61 years. The best performance is achieved in the age group between the ages of 20 and 25,

with a mean absolute error and standard deviation of 2.09 years and 2.96 years, respectively,

as well as a median absolute error and median standard deviation of 1.71 years and 2.85 years
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Figure 6.5: Overall results for age estimation with a probability distribution. As can be seen, the median
absolute error across all age groups is lower compared to the direct regression approach, as is the variance
of the error. Additionally, The absolute error does not consistently increase with age, as was the case
with the direct regression approach.

respectively. A detailed overview of the estimation performance per age group can be seen in

Table 6.4, and a visualization of the results is given in Figure 6.5.

The computational performance of the model is comparable to the direct regression ap-

proach. Both models use the model based on state-of-the-art feature extractors and attention,

with VGG16 as their base. In regards to computational time, the VGG16 segment is the most

significant. The model consists of 14M parameters and can estimate the age in the form of

a probability distribution of 100 images in 1.2 seconds. This performance is measured on an

Nvidia 2080 Ti GPU. To reiterate, age estimation with current manual measurement methods

takes 20 to 30 minutes per image.

Similar to the phenomena observed in training age estimation models with direct regression,

the attention variant of a model performed worse than its non-attention counterparts. The expla-

nation for this is similar to the previous case. Panoramic dental x-ray images are very similar

in their structure due to the imaging process. Attention improves performance by diminishing

distracting signals from the input, but as the images are very similar, and as all information from

the image is useful for age estimation, attention tends to worsen the results for this use case.

The estimation performance per age group follows a similar trend to the direct regression

approach, albeit outperforming the direct regression approach in most younger age groups.

Performance on younger samples is better, while the variance of the estimated probability dis-

tribution increases with age. The model performs worse in older age groups, similar to the

direct regression model. It is important to note that this approach achieves better performance

on younger samples than the direct regression approach but worse performance on older sam-

ples. For almost all age groups up to the age of 60, the performance is better. Age groups [25,

30) and [50, 55) have slightly worse performance (0.14 and 0.07 years, respectively). However,

the estimation performance for samples up to 60 years is 1.41 years better. For the samples of

more than 60 years, performance is decreased by 0.9925 years.
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Table 6.4: The mean and median errors of the estimated age, as well as the mean and median standard
deviation of the estimated distribution. Both are shown per age group.

Age group
Absolute error Standard deviation

Mean Median Mean Median

[15, 20) 3.66 3.81 2.58 2.54

[20, 25) 2.09 1.71 2.96 2.85

[25, 30) 3.16 2.76 3.99 3.87

[30, 35) 2.86 2.35 4.43 4.26

[35, 40) 3.09 2.30 4.78 4.59

[40, 45) 4.27 4.05 5.39 5.30

[45, 50) 5.10 5.01 6.00 5.80

[50, 55) 4.32 4.23 6.46 6.12

[55, 60) 3.44 3.09 7.11 6.58

[60, 65) 3.85 3.28 6.49 6.25

[65, 70) 6.03 5.54 7.01 6.73

[70, 75) 11.93 11.31 5.77 6.14

[75, 80) 13.57 13.57 4.13 4.13

Overall 3.60 2.76 4.85 4.61

The trade-off hyperparameters influence not only the final performance of the deep learning-

based model but also the shape of the estimated probability distribution. Specifically, mainly λ1

influences the performance, while λ2 restricts the spread of the probability distribution. As λ2

increases, the estimation becomes more concentrated - in other words, the variance is reduced.

However, if λ2 is too large, the model performance decreases as the model does not have the

flexibility to trade correctness for uncertainty. After extensive searching, results show that λ1

needs to be an order of magnitude larger than λ2 for best performance. A visualization of the

performance difference for the trade-off hyperparameters λ1 and λ2 is shown in Figure 6.6. As

can be seen in the upper figure, the mean absolute error decreases with the value of λ1 up to the

region around λ1 = 0.9, increasing afterward. In the lower figure, the opposite can be seen, with

the mean absolute error decreasing as λ2 decreases but producing significantly worse results for

λ2 = 0.

With the estimated variance (and thus standard deviation), an interval of µ ±σ can be con-

structed and examined in relation to the correct age value. For 71.43% of tested samples, the

true age was within this interval. If this is extended to the variance in the form of µ ±σ2, the ra-
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Figure 6.6: The effect of the λ values on the mean absolute error. The mean absolute error is the leftmost
axis. The upper figure is colored according to the value of λ1, and the lower by the value of λ2.
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Figure 6.7: The accuracy of a sample being within µ ± σ of the predicted probability distribution.
The blue bars represent only samples within a specific age group, while the orange bars represent the
cumulative results up to the upper bound of the age group.

tio of successfully estimated interval rises to 99.01%. This holds true across age groups. There

are two approaches to this analysis. One approach looks at the success rate strictly within an

age group, while the other approach is cumulative and defined only by an upper bound for age.

The first approach allows insight into the change of the metric per age group, while the other

approach shows the change of the trend with rising age. As shown in Figure 6.7, the accuracy

is in both cases around the 71% mark, with the per-age-group approach having a slightly larger

variance. Nonetheless, the results can be considered consistent across age groups.

While the estimated variance is a measure of uncertainty, it does not strongly correlate with

the absolute error. The correlation between the variance and absolute error is 0.2612, and the

correlation between the standard deviation and absolute error is 0.2851. The variance and stan-

dard deviation have the strongest correlation with the sample’s age, which is 0.4983 and 0.6286,

respectively. Most natural processes are either finished by a certain age or they slow down with

age. Therefore, the number of changes and detectable differences diminish, leaving less and less

discriminative information between age groups. For example, the difference between a 70 and

a 75-year-old sample is minor compared to the differences in any previous 5-year period. In-

terestingly, when the variance is normalized by the age of the sample, it is near-constant across

all age groups. This means that samples that are hard to estimate for the model are uniformly

distributed across all age groups. Ultimately, the variance is a measure of model uncertainty,

but it cannot be used to make meaningful conclusions about the accuracy of the estimation.

As the described results are for estimation of age from panoramic dental x-ray images, the

comparable studies are the same to the direct regression approach [75, 76, 78, 89, 90, 91]. A

detailed explanation each approach is given in Section 6.1.1. Classical methods range in sample

size between 100 and 433, while this approach is evaluated on 4035 panoramic dental x-ray

images. The estimation errors, depending on available measurements, varies between 5.88 to

11.5 years for Kvaal et al. [75] and Drusini et al. [76]. Cameriere et al. stand out with a median
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absolute error of 3.7 years. The proposed deep learning-based approach achieves an overall

median absolute error of 2.76 years, which outperforms the classical methods. In regard to other

deep learning-based approaches, Vila-Blanco et al. [89] are the only non-classification-based

estimation method. As mentioned previously, their dataset includes child samples, thereby

reducing their overall mean absolute error. Other approaches classify samples into age groups.

Guo et al. [90] focus on child and young adult samples, achieving an accuracy of 92.3% to

95.9%. A direct comparison is not viable due to the significant difference between target age

groups. On the other hand, Kim et al. [91] classify samples into either three or five categories,

either in the age groups of 0 to 19 years, 20 to 49 years, and over 50-year old samples, or into

the age groups of 0 to 19 years, 20 to 29 years, 30 to 39 years, 40 to 49 years, and over 50-year

old samples, reporting an accuracy between 89.05% and 90.27%. Converting the results of the

proposed deep learning-based method into this system, it achieves an accuracy of 94.09% for

the three-class approach and 73.07% for the five-class approach. As the proposed deep-learning

approach was not explicitly trained for classification, and due to the difference in the distribution

of ages in the mentioned study and this thesis, results differ slightly, performing worse on the

five-class variant and performing better on the three-class variant.

6.1.3 Direct regression for individual dental x-ray images

Teeth hold information that can be used to estimate a person’s age. When all teeth and the

surrounding tissue are taken into account, an accurate estimation can be done, as shown in the

previous Section. Estimating the age from a single, individual tooth is less precise and reliable.

However, due to a variety of circumstances that can lead to the death of a subject, sometimes

only individual teeth are available for analysis. The dataset used for these experiments contains

86495 images, as described in Chapter 3, Section 3.3.2, which includes the subset of samples

annotated with tooth alterations. As with age estimation from panoramic dental x-ray images,

the metrics to evaluate the age are the mean and median absolute errors. This section gives an

overview of the overall results, as well as an analysis of the trends per age group, an analysis of

performance per tooth type, the impact of alterations on the estimation, as well as an overview

of the multi-task variant of the model, an explanation about the underperforming of attention,

a comparison to current state-of-the-art methods, and a comparison between estimation models

specialized per tooth type and a generalized model.

The best performing model has the following hyperparameters: the feature extractor is

VGG16, a final feature map depth of 662 channels, no attention mechanism, and a fully-

connected layer of 1931 units. As with the model for panoramic dental x-ray images, the mod-

els with attention underperformed compared to their non-attention counterparts. The multi-task

variant and the variant with additional demographic information as input did not outperform or

match the performance of the presented model. Therefore their results are not presented in this
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Table 6.5: The results of the age estimation per age group all individual tooth samples. The mean
absolute error is shown as µ and the median absolute error as ŷ.

Age group [20, 25) [25, 30) [30, 35) [35, 40) [40, 45) [45, 50) [50, 55) [55, 60) Overall

µ 8.04 6.11 5.78 5.76 6.17 7.87 8.22 10.40 6.55

ŷ 6.95 4.63 4.55 4.97 5.06 6.84 7.74 10.45 5.32

Table 6.6: The results of the age estimation per age group individual tooth samples with no dental
alterations. The mean absolute error is shown as µ and the median absolute error as ŷ.

Age group [20, 25) [25, 30) [30, 35) [35, 40) [40, 45) [45, 50) [50, 55) [55, 60) Overall

µ 7.32 5.27 5.31 5.61 6.53 9.29 10.14 12.37 6.15

ŷ 6.38 4.03 4.24 5.02 5.57 9.28 9.58 13.04 4.94

thesis. The model achieves an overall mean absolute error of 6.55 years and an overall median

absolute error of 5.32 years for all samples. For samples with no alterations, the overall mean

absolute error decreases to 6.15 years, and the overall median absolute error decreases to 4.94

years. For samples with alterations, the best performance is achieved for the samples in the age

group between 25 and 30 years, while the best performance for all samples is achieved for those

in the age group between 35 and 40 years. An overview of the mean and median absolute errors

per age group for all samples can be seen in Table 6.5, and an overview of the mean and median

absolute errors per age group for samples with no alterations can be seen in Table 6.6.

In regard to computational performance, the model is capable of processing 100 images in

0.8 seconds. This performance is measured on an Nvidia 2080 Ti GPU. As with panoramic

dental x-ray images, the time to estimate the age with current manual measurement methods is

measured in minutes per image.

As teeth come in different shapes and sizes, the performance per tooth type varies. However,

shape and size are not the only factors. Different teeth experience different wear and tear based

on their position and construction. Some of the most durable teeth are canines, which are deeply

embedded in the jaw bone and rarely break. On the other hand, incisors tend to be more often

damaged, be it mechanically or by decay, due to their central position and relative thinness

compared to other teeth. On the other hand, premolars and molars tend to succumb to decay,

which results in either heavy alterations like root canals, dental fillings, bridges, crowns, and

in extreme cases, complete extraction and removal. The age estimation model achieves the

best performance on the molars, specifically the second molar. This tooth is labeled as "X7"

throughout the thesis. Given all second molars, the best performing is the upper left molar, with

an average of 0.3 years less in mean absolute error. A visualization of these trends of mean

absolute errors per tooth type can be seen in Figure 6.8.
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Figure 6.8: Age estimation performance results per tooth type. The first eight bars classify teeth into
eight types according to their position within a quadrant, and the last four bars classify teeth into the four
basic tooth types.

This ranking changes when only healthy teeth are taken into account. For teeth with no

alterations, molars still outperform other teeth, but the best performance is achieved by the first

molar, which is closely followed by the performance of the second molar. The presence of

alterations impacts the average estimation performance. Alterations physically remove part of

the natural tooth structures and substitute those parts with replacements that contain no infor-

mation about the person. In fact, alterations are strongly radio-opaque, resulting in fully white

areas in the resulting radiographic image. How much they impact the performance of the model

depends on their size and their position. Dental fillings vary in size, depending on the decay

and damage that happened to a tooth. However, fillings do not alter the shape or structure of the

root. Crowns significantly alter a tooth’s shape but leave the entire root untouched. Root canal

fillings, on the other hand, change the structure of the root by filling the root canal with radio-

opaque material. This in and of itself is not a significant change to the tooth structure; however,

to get to the root, it is necessary to drill through the crown of the tooth. In turn, root canal

fillings always come paired with either a dental filling or crown, which ultimately results in a

significant change to the tooth structure. Bridges and implants are full replacements of a tooth

and therefore carry no information specific to the person. Given all this, it naturally follows that

tooth alterations decrease the average estimation performance. Missing teeth can only use the

surrounding tissue to determine the age and thus perform the worst out of all scenarios, with an

average increase in the mean absolute error of 2.6 years. Root canal fillings change the tooth

structure significantly, leading to a mean absolute error increase of 0.9 years. Dental fillings and

tooth decay are common and small, and thus the model is able to handle those scenarios well,

with an average increase of 0.13 years of mean absolute error for tooth decay. Interestingly, the

mean absolute error is slightly lower when fillings are present in older samples. This is due to

their difference in occurrence with age. Younger samples tend to have less decay, less damage,

and thus fewer dental fillings. This means that fillings are more present in older samples, which

is a fact the model exploits to resolve uncertain cases. When comparing estimation error be-

tween perfect and imperfect tooth samples per age group, it can be noticed that with increasing

age, the model better estimates older samples if they have alterations. A visualization of this
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Figure 6.9: Age estimation performance per dental alterations. The light-colored bar shows the samples
that include the dental alteration, while the darker bar shows results for samples without the alteration.

Figure 6.10: Difference of mean absolute errors per age group between samples with and without dental
alterations. As can be seen, the presence of alterations increases the error in younger samples. However,
the model uses dental alteration information to estimate older samples’ age correctly.

phenomena can be seen in Figure 6.10. Older samples naturally have more damage and more

alterations. Thus the model uses this fact, among others, to estimate the age more accurately. If

an older sample has a perfectly healthy tooth, this is effectively an outlier, and thus the model

performs worse. A visualization of the impact of alterations on the mean absolute error can be

seen in Figure 6.9. A detailed breakdown of the model estimation performance per tooth type

and alteration can be seen in Table 6.7 and Table 6.8 for the mean absolute error and for the 4,

8, 16, and 32 tooth-type classification systems, and in Table 6.9 and Table 6.10 for the median

absolute error across all four tooth type classification systems.

The multi-task variant and variant with additional demographic input information did not

perform better. The multi-task models, models that estimate multiple demographic informa-

tion simultaneously, did not manage to exploit shared features to improve or even reach equal

performance to task-specialized models. The multi-task models have been tested with branch-

ing at various points, yet no matter where the branching occurred, the best performance was

achieved when only one branch was successful while the others produced estimations with a

significant overall error. Effectively, the best multi-task models are models that collapsed into
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Table 6.7: Overview of the mean absolute error, measured in years, per dental alteration and tooth type
(4-, 8-, and 16-class systems). Some combinations of tooth type and alteration did not have sufficient
samples to produce a valid metric and have therefore been marked as –.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

Incisor 6.97 5.70 14.72 3.62 6.56 7.09 7.30

Canine 8.31 9.62 13.33 7.16 10.42 6.70 6.67

Premolar 5.43 6.71 9.51 6.33 8.30 5.78 6.47

Molar 7.52 8.39 8.97 7.83 9.83 4.95 6.05

X1 7.88 9.62 11.58 6.56 10.60 7.17 7.30

X2 8.68 9.62 17.71 7.64 10.28 7.01 7.31

X3 6.97 5.70 14.72 3.62 6.56 6.70 6.67

X4 7.77 8.27 9.03 9.11 9.65 6.21 6.72

X5 7.36 8.44 8.95 7.08 9.97 5.26 6.22

X6 5.35 6.87 10.43 6.10 8.55 4.33 5.98

X7 5.49 6.48 7.62 7.09 7.78 4.55 5.25

X8 5.65 5.67 9.48 5.17 7.95 5.56 6.92

Down-1 11.22 9.92 – 7.04 5.20 7.44 7.46

Down-2 14.25 23.13 29.17 5.60 6.19 6.99 7.07

Down-3 5.12 – 12.50 2.27 1.36 7.13 6.98

Down-4 7.23 10.34 7.35 8.36 7.42 6.35 6.48

Down-5 7.29 9.57 7.59 6.86 8.53 5.15 5.72

Down-6 4.85 5.59 10.31 5.52 7.07 3.96 5.91

Down-7 5.32 6.59 8.19 7.34 7.27 4.50 5.29

Down-8 6.01 6.13 9.82 4.66 5.55 5.15 6.88

Up-1 7.68 9.61 11.58 6.49 11.17 6.81 7.13

Up-2 8.47 9.05 6.25 8.10 10.61 7.03 7.55

Up-3 7.20 5.70 16.94 5.64 7.36 6.23 6.36

Up-4 7.92 8.09 9.49 10.04 10.18 6.00 6.98

Up-5 7.39 8.09 9.65 7.35 10.47 5.41 6.72

Up-6 5.81 7.94 10.77 6.91 9.73 4.60 6.06

Up-7 5.68 6.32 6.83 6.63 8.24 4.59 5.21

Up-8 5.15 3.81 9.10 5.56 11.14 5.93 6.96

Overall 6.32 7.66 9.51 6.73 9.18 6.15 6.55
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Table 6.8: Overview of the mean absolute error, measured in years, per dental alteration and tooth type
(32-class systems). Some combinations of tooth type and alteration did not have sufficient samples to
produce a valid metric and have therefore been marked as –.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

11 7.00 9.59 5.36 5.97 10.58 7.42 7.33

12 8.42 7.95 6.25 7.63 9.58 7.03 7.31

13 7.42 4.72 16.94 10.45 11.62 6.63 6.88

14 8.23 6.69 8.06 7.11 9.84 6.15 6.90

15 6.65 6.50 8.64 8.59 9.04 5.69 6.58

16 5.10 7.45 9.83 8.87 10.71 4.87 5.58

17 5.43 4.00 7.41 5.49 4.26 4.52 5.05

18 5.04 3.81 9.54 5.28 7.54 6.23 7.34

21 8.32 9.63 15.72 7.00 11.60 6.18 6.94

22 8.52 10.16 – 8.51 11.42 7.03 7.78

23 7.00 5.98 – 4.68 4.71 5.82 5.83

24 7.69 8.59 10.93 14.92 10.35 5.85 7.05

25 8.11 9.61 11.25 5.69 12.13 5.13 6.87

26 6.54 8.48 11.41 5.86 9.18 4.27 6.54

27 5.92 8.01 6.13 8.16 9.38 4.65 5.37

28 5.24 – 8.60 6.54 18.34 5.65 6.59

31 13.02 – – 10.01 4.08 7.14 7.18

32 20.59 23.13 – 4.73 0.81 7.06 7.11

33 6.73 – – 2.67 0.31 6.65 6.54

34 6.59 15.71 13.08 9.43 13.26 6.03 6.30

35 7.64 11.29 9.46 6.86 6.68 5.45 6.02

36 5.08 4.94 10.44 4.51 5.62 3.75 5.84

37 5.53 7.64 8.43 7.79 – 4.29 5.30

38 6.14 4.25 9.53 – 4.08 4.72 6.69

41 10.62 9.92 – 5.05 6.31 7.74 7.74

42 1.57 – 29.17 7.04 11.56 6.92 7.03

43 3.52 – 12.50 1.94 2.40 7.61 7.42

44 7.97 4.97 3.52 7.29 3.53 6.67 6.65

45 6.96 9.26 6.13 6.88 10.01 4.86 5.41

46 4.61 6.29 10.20 6.09 9.25 4.22 5.97

47 5.10 5.75 7.87 6.99 7.27 4.70 5.27

48 5.95 6.76 10.20 4.66 6.04 5.58 7.08

Overall 6.32 7.66 9.51 6.73 9.18 6.15 6.55
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Table 6.9: Overview of the median absolute error, measured in years, per dental alteration and tooth type
(4-, 8-, and 16-class systems). Some combinations of tooth type and alteration did not have sufficient
samples to produce a valid metric and have therefore been marked as –.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

Incisor 5.50 2.54 14.72 2.72 4.35 5.88 6.10

Canine 7.62 7.99 12.23 6.38 9.42 5.70 5.65

Premolar 4.50 5.65 9.10 5.46 7.12 4.68 5.24

Molar 6.18 7.19 7.83 6.16 8.98 4.03 4.80

X1 7.64 9.07 12.23 5.99 8.89 5.88 6.09

X2 7.38 7.17 17.71 6.45 9.96 5.86 6.13

X3 5.50 2.54 14.72 2.72 4.35 5.70 5.65

X4 6.81 5.97 9.13 6.80 9.36 5.06 5.50

X5 5.79 7.28 7.55 5.68 8.72 4.19 4.94

X6 4.26 5.72 9.38 5.38 7.69 3.16 4.61

X7 4.60 5.53 7.18 5.78 7.12 3.78 4.27

X8 5.31 4.25 9.05 4.41 4.08 4.79 5.71

Down-1 10.97 9.92 – 4.87 5.20 5.89 5.95

Down-2 18.04 23.13 29.17 5.57 6.19 5.99 5.90

Down-3 5.35 – 12.50 2.40 1.36 5.92 5.81

Down-4 6.84 10.34 6.62 7.29 7.95 5.34 5.43

Down-5 5.79 7.36 6.37 6.03 6.82 4.10 4.71

Down-6 3.96 4.43 9.45 4.24 5.18 3.13 4.44

Down-7 4.75 4.51 9.86 5.46 7.64 3.89 4.37

Down-8 6.22 5.20 9.59 4.08 3.84 4.37 5.57

Up-1 7.49 8.89 12.23 6.25 11.16 5.85 6.32

Up-2 7.29 6.75 6.25 7.32 9.96 5.83 6.38

Up-3 5.85 2.54 16.94 5.99 5.43 5.16 5.16

Up-4 6.63 5.97 9.69 6.31 9.75 4.64 5.55

Up-5 5.77 7.19 8.38 5.43 10.38 4.64 5.27

Up-6 4.61 6.39 8.98 6.22 8.49 3.31 4.67

Up-7 4.51 6.24 6.01 6.25 7.12 3.68 4.13

Up-8 4.72 3.81 8.00 4.75 14.39 5.07 5.82

Overall 5.12 6.24 9.01 5.73 7.99 4.94 5.32
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Table 6.10: Overview of the median absolute error, measured in years, per dental alteration and tooth
type (32-class systems). Some combinations of tooth type and alteration did not have sufficient samples
to produce a valid metric and have therefore been marked as –.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

11 6.44 9.35 5.36 5.09 11.50 6.65 6.53

12 7.71 5.93 6.25 6.53 5.75 5.85 6.55

13 8.02 4.72 16.94 10.45 8.02 6.03 6.05

14 5.77 5.61 8.15 6.45 7.23 4.58 5.48

15 5.55 5.55 6.12 8.14 9.51 4.73 5.22

16 4.13 5.83 7.52 9.07 8.89 3.51 4.33

17 4.34 3.38 6.94 5.34 4.26 3.29 4.01

18 4.76 3.81 8.02 3.81 7.54 5.39 6.15

21 7.64 8.70 14.86 6.83 8.89 4.97 6.09

22 6.38 7.90 – 7.99 11.20 5.69 6.35

23 3.85 2.54 – 4.75 3.34 5.00 4.78

24 6.87 7.67 10.45 6.16 9.98 4.68 5.80

25 5.89 7.95 13.79 3.67 11.61 4.41 5.35

26 5.30 7.78 10.21 5.79 7.15 3.16 5.30

27 4.52 6.36 5.14 7.25 7.45 3.88 4.27

28 4.29 – 7.84 6.54 18.34 5.02 5.62

31 13.02 – – 10.01 4.08 5.88 5.88

32 20.59 23.13 – 5.50 0.81 6.05 5.90

33 6.73 – – 1.86 0.31 5.63 5.58

34 6.84 15.71 13.08 7.43 13.26 5.10 5.44

35 5.87 11.29 8.07 6.18 6.42 4.44 4.95

36 3.96 3.52 9.46 2.81 4.11 2.52 4.17

37 4.64 4.51 9.86 8.14 – 3.04 4.41

38 5.79 4.25 8.78 – 4.08 4.09 5.23

41 10.54 9.92 – 4.34 6.31 6.07 6.20

42 1.57 – 29.17 7.29 11.56 5.86 5.93

43 3.52 – 12.50 2.40 2.40 6.34 6.19

44 6.73 4.97 2.32 4.66 2.54 5.59 5.38

45 5.14 7.36 5.27 4.53 7.49 3.52 4.19

46 3.98 5.65 8.76 4.85 11.02 3.46 4.66

47 4.79 5.12 7.60 5.37 7.64 3.94 4.36

48 6.22 6.14 10.36 4.08 3.59 4.96 6.20

Overall 5.12 6.24 9.01 5.73 7.99 4.94 5.32
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task-specialized models. The models with added demographic input information performed ei-

ther equally or worse while requiring more input information. Hyperparameter searching did

not improve any of those models. It is, therefore, necessary to conclude that those configurations

are not successful for the tasks tackled in this thesis.

Similar to panoramic dental x-ray images, the same studies are fundamental in forensic

odontology [75, 76, 78]. As discussed in the previous Section, they estimate age from healthy,

unaltered teeth with no decay, dental fillings, root canal fillings, or any other type of addition

or subtraction of dental tissue. They are methods that require manual measurements and are

therefore time intensive. Due to this time requirement, these studies and most studies that de-

rive from them have a relatively small sample size (in the hundreds, less than a thousand). The

approach in this thesis is based on a dataset of over 80 000 samples, and imperfect teeth and

their impact on model predictions are analyzed. Kvaal et al. [75] is a linear regression model

based on different tooth dimension ratios that can be used on the measurements of a single tooth

or multiple teeth. As mentioned, depending on the available teeth, the standard error varies be-

tween 8.6 to 11.5 years. Drusini et al. [76] model estimate age from molars and premolars

using the coronal pulp cavity index [77] and achieves a standard error between 5.88 and 6.66

years. The model presented in this thesis achieves a standard error of 7.95 years on unaltered

teeth and 8.51 years on all samples. This is an improvement compared to Kvaal et al. [75] and

comparable to Drusini et al. [76] while simultaneously being fully automated, reproducible,

and able to process teeth with alterations. Additionally, Drusini et al. [76] focus only on pre-

molars and molars, whereas the model presented in this thesis can process any tooth. If only the

proposed models’ results on premolars and molars are analyzed, the difference in performance

disappears. Cameriere et al. [78] established a linear regression model too, and report their

results using the median absolute error instead the standard error of estimate. The model is de-

rived from the tooth dimension ratios of a single-rooted tooth to derive their model, specifically

the right maxillary canine (tooth 23 according to the FDI numbering system). This approach

achieves a median absolute error of 3.7 years, while the model presented in this thesis achieves

an overall median error of 4.94 years on unaltered teeth and 5.32 years on all samples. The

difference might stem from the significantly larger sample size (100 samples in Cameriere et

al. [78] compared to over 80 000 samples used in this thesis), from the inclusion of all tooth

types, and the inclusion of all teeth regardless of their status. As for deep learning-based meth-

ods, current literature does not provide any studies in that regard except for the ones published

during the research for this thesis. Ultimately, the demonstrated model achieves either a similar

or better result than current state-of-the-art methods while being fully automated, reproducible,

and multiple orders of magnitude faster.
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6.2 Sex assessment

6.2.1 Panoramic dental x-ray images

Assessing the sex of a person is another fundamental task in forensic odontology. As with age

estimation, current methods for sex assessment in forensic odontology are based on manual

measurement. The proposed deep learning-based method for sex assessment of panoramic den-

tal x-ray images is fully automated. The image data used to train these sex assessment models

is the same as the data used to train the models for age estimation. Section 3.3.1 gives a detailed

overview of the data. As described in Chapter 5, a combination of grid and random search is

used to determine the best model. The evaluated models are the same, and a detailed overview

of their architecture and properties is given in Chapter 4. As described in Section 5.3.3, ac-

curacy is used as the metric to evaluate the efficacy of the proposed method. An analysis of

the performance trend per age group is performed, as well as a comparison between the perfor-

mance of the model with a state-of-the-art feature extractor with attention and the BiFPN-based

model, and an interpretability analysis is done using XGradCAM [167], a modern variant of

GradCAM [35].

The model with a state-of-the-art based feature extractor with attention achieves an overall

accuracy of 96.87%. The hyperparameters for this model are: VGG16 as the feature extractor,

a convolutional depth of 256 channels, no attention, and a fully-connected layer of size 128.

This model consists of 14M parameters. The best performance is achieved in the age group

between 20 and 30 years, which achieved an accuracy of 100%. Achieving 100% is usually an

indicator for a model that has overfitted to a dataset with data leakage between the train and test

set or an indicator of a small sample size. This result was obtained on the subset of the test set

images with an age between 20 and 30 years, which consists of 193 samples. Those images

are not present in the train set, and no images of the same person can be in both the train and

test set. The BiFPN-based model achieves an accuracy of 97.04%. The hyperparameters for

this model are: 2 BiFPN layers with a feature size of 16, convolutions starting with 42 channels

and linearly scaling to 128 channels, a feature compressor depth of 1, and an image size of 256.

While the performance is slightly better than the previously described model, and despite the

huge difference in parameter count, the performance trends per age group behave similarly. A

detailed overview per age group and model can be seen in Table 6.11.

The model based on a state-of-the-art feature extractor can assess the sex of 100 images

in 1.2 seconds, while the BiFPN-based model can process the same amount of images in 0.11

seconds. Both methods are measured on an Nvidia 2080 Ti GPU. Like age estimation, classical

forensic odontology takes between 20 and 30 minutes per panoramic dental x-ray image.

The performance of both models decreases with increasing age. As people age, their dental

system accumulates damages and changes, thereby removing natural structures and replacing
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Table 6.11: Sex assessment results for panoramic dental x-ray images for both model architectures per
age group. Samples over the age of 70 are grouped together due to the low sample count.

Model [20, 30) [30, 40) [40, 50) [50, 60) [60, 70) 70+ Overall

Attention-based model 100% 97.9% 97.1% 96.9% 96.1% 100% 96.90%

BiFPN-based model 100% 98.1% 97.3% 97.0% 96.3% 100% 97.04%

them with artificial materials. Those artificial replacement materials do not replicate the inter-

nal structure of the tooth, and thus no sex-related information can be extracted from them. In

a similar vein, tooth decay breaks the structure of a tooth. It slowly erodes the tooth, again

removing the ability to extract relevant information about the sexual dimorphism of the sam-

ple. The performance sharply increases in the last age group. However, this is due to a small

sample size in that age group. As shown in Section 3.3.1, the available data is biased towards

younger samples, thus having fewer samples available in older age groups. Therefore, this sharp

performance increase is just a statistical anomaly, which would disappear with more data.

As with age estimation, the model variants with attention underperform compared to their

non-attention counterparts. Attention variants that performed well at-best matched the perfor-

mance of their non-attention variant. The attention variant models that matched the performance

converged to a state where their attention module always returned all values very close or equal

to 1, effectively disabling any effect the attention module could have. The reason for this be-

havior of models with attention is the same as for age estimation, which is explained in detail

in Section 6.1.1.

As this approach to sex assessment is formulated as a classification problem, model in-

terpretability methods can be applied to determine which parts of the image contribute to the

model prediction. Understating how and why the deep learning-based model works is as im-

portant as the model’s performance, especially in medical image analysis. To determine which

regions have a significant impact on the model decision, class activation maps are used. The

most successful class activation map is GradCAM [35], with XGradCAM being an incremen-

tal improvement to the method. XGradCAM, in addition to calculating class activation maps

based on model gradients, normalizes those gradients by the activations, giving a clearer picture

of what is happening within the neural network. Figure 6.11 shows the XGradCAM saliency

maps for both the female and male classes, as well as a panoramic dental x-ray image with

annotated anatomical regions that are relevant to sex assessment. A saliency map is calculated

for every sample in the test set, which are averaged together to produce a single saliency map

for each class. For female samples, the most significant regions are the angle of the mandible

and mandibular condyle. The articular eminence of the temporomandibular joint and the sty-

loid process contribute too, but to a lesser degree. Males samples are less impacted by those
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Figure 6.11: Anatomical regions of interest for sex assessment visible on a panoramic dental x-ray
image and the XGradCAM saliency maps for model interpretability. As can be seen, the regions that the
model focuses on for sex estimation are anatomically important for sex assessment.

anatomical elements. Instead, male samples are mostly identified by their chin, angle of the

mandible, and maxillary tuberosity. While not strictly part of the dental system, the nasal sep-

tum and anterior nasal spine contribute to the assessment of the male category, as well as the

hyoid bone, albeit to a lesser extent.

Multiple methods attempt to solve this problem in classical forensic odontology, all of which

rely on manual measurements [58, 102, 103, 113]. As those methods require manual measure-

ments, their sample sizes a comparatively smaller than the data used in this thesis, with sample

sizes ranging from 100 to 419 samples. Steyn et al. [102], one of the earlier studies, focuses

on 12 standard cranial and five mandibular measurements from 91 samples. They used SPSS

discriminant function analysis and determined that bizygomatic breadth was the single most

indicative measure for the entire skull and that bigonial breadth was the most indicative mea-

surement for the mandible. They also determined that multiple of those 17 measurements can

be combined to achieve better accuracy, which ranges from 80% to 86%. Franklin et al. [103]

use basic univariate statistics and discriminant function analysis of 10 mandibular parameters to

assess the sex of a person. They performed their analysis on 40 samples and determined that the

dimensions of the ramus are most indicative of the sex. Depending on the parameters and model

used, the results range from 72.5% to 95%. Badran et al. [58] is a newer study that focuses on

the mandibular ramus flexure. This study has one of the largest datasets for sex assessment in

forensic odontology, consisting of 419 samples. They showed that the mandibular ramus flexure

could be used to assess the sex of a person with an overall accuracy of 70.9%. They concluded

that the ramus flexure should be considered a supplementary rather than definitive source of

information for sex assessment. Deana et al. [113] examines the useability of nonmetrical

morphological characteristics of the mandible, like the shape of the chin, the divergence of the
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Table 6.12: Overview and comparison of the performance of sex assessment methods in literature.

Paper Year Sample size Accuracy

Giles et al. [101] 1964 265 85.0%

Steyn et al. [102] 1998 91 80.0%-86.0%

Franklin et al. [103] 2006 40 95.0%

Dayal et al. [105] 2008 120 75.8%

Saini et al. [96] 2011 116 80.2%

Indira et al. [106] 2012 100 76.0%

Marinescu et al. [107] 2013 200 84.0%

Badran et al. [58] 2015 419 70.9%

Bhagwatkar et al. [108] 2016 100 76.0%-87.0%

Deana et al. [113] 2017 128 75.0%-95.2%

Maloth et al. [110] 2017 100 74.0%

Nagaraj et al. [111] 2017 100 71.0%

Alias et al. [112] 2018 79 78.5%

Vila-Blanco et al. [118] 2020 3400 84.0%

Ke et al. [119] 2020 19976 94.60%

Proposed approach 2019, 2022 4035 96.9% / 97.0%
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gonial angle, the profile of the chin, the contour of the base of the mandible, shape of the ramus,

and others. Their dataset consists of 128 samples. Seven indicators were analyzed, and their

proposed method achieves an accuracy between 75% and 95.2%. Those studies highlight the

most popular and successful approaches in forensic odontology, but many more studies examine

similar methods across different parameters and population groups, all achieving similar results

with slightly different models [96, 105, 106, 107, 108, 110, 111, 112]. It is important to note

that all studies discard samples with any kind of damage, be they different rooted in pathologies

or any other source. A detailed comparison of the most significant studies in the field of sex

assessment in forensic odontology and this thesis is shown in Table 6.12. Regarding deep learn-

ing, some progress has been made. Vila-Blanco et al. [118] propose a network that assesses the

sex of a person. Their dataset consists of 3400 panoramic dental x-ray images, with 50.32%

of the dataset being younger than 20 years old. The proposed model is a simple feed-forward

network that estimates age and sex simultaneously. They achieve an overall accuracy of 84%,

and their method is fully automated. The method proposed in this thesis provides two models

which achieve an accuracy of 96.90% and 97.04%. Ke et al. [119] proposed a model based on

multiple feature fusion. Their dataset consists of 19 976 panoramic dental x-ray images, and

the dataset is biased towards female samples (61.14%) and toward younger samples (34.57%

of the samples are between the ages of 20 and 30). They achieve an accuracy of 94.6%, and

their model is fully automated. To conclude, the approach and models proposed in this thesis

are fully automated, the dataset is sufficiently large compared to other studies, and they achieve

higher performance than all current methods.

6.2.2 Individual dental x-ray images

Sex assessment from individual tooth x-ray images is a harder problem, as there is less sexual

dimorphism expressed in teeth compared to the surrounding structures. Research shows that

sex assessment accuracy from individual teeth might be limited to around 80% [115]. The data

used is the same that has been used for age estimation from individual dental x-ray images, and

a detailed description of the dataset is given in Section 3.3.2. The dataset consists of 86495 im-

ages, which is one of the most extensive datasets of individual teeth in literature, and it includes

additional information about tooth alterations. As with sex assessment from panoramic dental

x-ray images, accuracy is used as the evaluation metric. The performance and performance

trends per age group, tooth type, and tooth alterations are analyzed, and the differences between

the model based on state-of-the-art feature extractors with attention and the BiFPN-based model

are examined. Finally, XGradCAM [167] is used to determine which regions of the tooth have

the highest impact on the model’s prediction.

The model with a state-of-the-art based feature extractor achieves an overall accuracy of

75.44% and an accuracy of 76.41% on teeth with no alterations. This model has the following
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Table 6.13: Results of sex assessment performance for individual tooth x-ray images per age group and
per presence of dental alterations for the model based on a state-of-the-art feature extractor and attention.

Tooth status [20, 25) [25, 30) [30, 35) [35, 40) [40, 45) [45, 50) [50, 55) [55, 60) Overall

Unaltered 82.09% 72.54% 77.89% 74.49% 76.52% 87.64% 76.77% 60.78% 76.41%

All 81.64% 72.08% 77.95% 72.65% 74.12% 85.71% 74.90% 64.57% 75.44%

Table 6.14: Results of sex assessment performance for individual tooth x-ray images per age group and
per presence of dental alterations for the BiFPN-based model.

Tooth status [20, 25) [25, 30) [30, 35) [35, 40) [40, 45) [45, 50) [50, 55) [55, 60) Overall

Unaltered 84.62% 72.14% 76.27% 73.75% 70.87% 91.01% 77.78% 56.86% 75.78%

All 82.62% 70.60% 75.57% 71.75% 69.56% 88.31% 69.80% 56.69% 73.64%

hyperparameter values: VGG16 as the feature extractor architecture, a depth of the final feature

map of 40 channels, no attention, and a fully-connected layer of 128 units. The best perfor-

mance is achieved for samples between the ages of 45 and 50 years, with an overall accuracy of

85.71% and an accuracy of 87.64% for teeth without alterations. On the other hand, the BiFPN-

based model achieves an overall accuracy of 73.64%, and an accuracy of 75.78% on teeth with

no alterations, while only having a number of parameters equal to only 1.2% of the state-of-

the-art based feature extractor with attention model. Similar to that model, the BiFPN-based

model achieves the best performance for the samples between ages 45 and 50 years, reaching

an overall accuracy of 88.31% and an accuracy of 91.01% on unaltered teeth. The hyperparam-

eters for the BiFPN-based model are: 2 BiFPN layers with a feature size of 16, convolutions

starting with 8 channels and linearly scaling to 42 channels, a feature compressor depth of 1,

and an image size of 256. Despite those differences, the performance trends per age group,

tooth type, and impact of alterations are equal between both models. A detailed overview of

sex assessment performance per age group for individual dental x-ray images is shown in Table

6.13 for the larger model, and in Table 6.14 for the smaller model.

The model with a state-of-the-art based feature extractor with attention processes 100 im-

ages in 1.1 seconds and consists of 14M learnable parameters. The BiFPN-based model consists

of 300k parameters and processes 100 images in 0.11 seconds. This performance is measured

on an Nvidia 2080 Ti GPU. Sex assessment with manual methods, like all previously mentioned

classical forensic odontology methods, is measured in minutes per image.

Table 6.13 and Table 6.14 show the results per age group of larger and smaller model, re-

spectively. Compared to the performance shown for sex assessment from panoramic dental

x-ray images, these results do not show a clear trend per age. While the larger model per-

forms slightly better than the smaller model, both models perform significantly better on unal-
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Figure 6.12: The accuracy of sex assessment per tooth type. The first eight bars classify teeth into eight
types according to their position within a quadrant, and the last four bars classify teeth into the four basic
tooth types.

tered teeth. The smaller model is defined by only 2.5% of the amount of learnable parameters

compared to the larger model. While the overall performance is worse, their performance on

unaltered teeth is acceptably close, especially when taking into account the large reduction of

computational requirements. The difference between the performance on all samples and only

samples with no alterations is more pronounced for the smaller model. This indicates that the

smaller model has successfully learned to identify and measure dental structures expressing

sexual dimorphism but did not fully grasp the wide variety of structural disruptions when alter-

ations are present. Additionally, as has been seen in the models trained for age estimation, the

model variants with attention did not produce better results. The reasoning for this behaviour is

explained in Section 6.1.1.

Sex assessment performance is not consistent across tooth types. As described in Section

5.3.4, teeth can be classified in four different ways. The difference in performance is best

observed with the 4-class and 8-class classification approach. As shown in Figure 6.12, the

performance is best for canines, followed by incisors, while the performance for premolars and

molars is equal. Looking at the individual tooth position, it can be seen that, while there is some

minor variance between teeth in the same 4-class group, they follow the presented underlying

trend. Equally, when observing the performance difference using other classification systems,

the trend persists - there is minor variance, but the most significant difference is between teeth

not in the same 4-class group.

Alterations impact sex assessment performance significantly more than tooth type. Overall,

tooth alterations worsen performance. Alterations that remove more of the natural tooth struc-

ture or significantly alter the shape result in a higher reduction of accuracy. Missing teeth are

an interesting case. The dataset has teeth labeled as missing - bounding boxes where a tooth

should be if it had not been removed. The performance is, as anticipated, much worse, but it

much better than random chance. This indicates that the model is not only taking the tooth into

account but also the surrounding tissue. Overall, root canal fillings have the highest impact,

as they not only alter the root of the tooth but also require an additional dental filling for the

path used to get to the root. The impact of tooth decay has a high variance, as tooth decay
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Figure 6.13: Sex assessment performance per dental alterations. The light-colored bar shows the sam-
ples that include the dental alteration, while the darker bar shows results for samples without the alter-
ation.

can be minor and is often quickly removed but can also progress significantly, with advanced

stages of tooth decay bringing extraordinary damage and change to the tooth. A visualization

of the impact tooth alterations have on sex assessment performance can be seen in Figure 6.13.

Additionally, a detailed overview of performance per tooth alterations and per the 4, 8, and 16

class tooth type classification approach can be seen in Table 6.15, and for the 32 class tooth type

classification system in Table 6.16.

Lastly, it is crucial to determine which parts of the tooth the model takes into account for

sex assessment. For all images in the test set, the saliency map for all images of the same tooth

position (tooth type in the 8-class system) has been calculated using the XGradCAM method.

The saliency maps shown in Figure 6.11 are the average saliency map per tooth type, the upper

two rows for the female class and the bottom figure for the male class. As can be seen, the most

focus is on the crown of the tooth for both classes. This focus is more concentrated for incisors

and canines, while premolars and especially molars tend to include the middle section of the

tooth as well. For male samples, the focus is more divided between the crown of the tooth and

its root. Interestingly, for mandibular teeth and the male class, the model focuses significantly

more on the tooth’s root than maxillary teeth. As the mandibular parameters can be used for

sex assessment, those might subtly influence the tissue around the tooth and the tooth itself,

resulting in this behavior.

Sex assessment from individual teeth has been studied in forensic odontology, with dif-

ferent approaches reaching high accuracy scores. Nevertheless, teeth are a limited source of

information, and therefore sex cannot be assessed with 100% accuracy from just a single tooth.

Research shows that, given an analysis of the literature, there seems to be an upper limit of

80% on single tooth sex assessment methods [115]. Karaman uses diagonal teeth measure-

ments to predict the sex in the Turkish population. The dataset consists of 60 samples (30 male

and 30 female), from which the diagonal measurements have been taken. Those measurements

were analyzed with discriminant function statistics, and it was determined that the most indica-
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Table 6.15: Overview of the accuracy of sex assessment, per dental alteration and tooth type (4-, 8-, and
16-class systems). Some combinations of tooth type and alteration did not have sufficient samples to
produce a valid metric and have therefore been marked as –.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

Incisor 75.00% 100.00% 100.00% 86.67% 60.00% 75.25% 75.62%

Canine 80.13% 73.58% 71.43% 86.08% 60.42% 80.83% 80.28%

Premolar 78.04% 79.61% 66.82% 74.76% 72.46% 76.53% 74.37%

Molar 70.46% 76.54% 60.00% 77.55% 68.85% 74.66% 74.42%

X1 80.00% 78.57% 60.00% 88.57% 66.67% 74.77% 75.45%

X2 80.25% 68.00% 100.00% 84.09% 55.56% 75.74% 75.80%

X3 75.00% 100.00% 100.00% 86.67% 60.00% 80.83% 80.28%

X4 69.60% 76.00% 73.91% 94.44% 69.23% 76.88% 75.55%

X5 71.00% 76.79% 53.19% 67.74% 68.57% 76.10% 73.20%

X6 77.59% 77.23% 67.92% 72.92% 68.89% 77.39% 75.86%

X7 79.26% 84.78% 64.58% 79.49% 88.24% 77.45% 77.66%

X8 74.00% 80.00% 66.79% 68.75% 57.14% 71.11% 69.72%

Down-1 25.00% 100.00% – 80.00% 100.00% 75.65% 75.32%

Down-2 100.00% 100.00% 100.00% 87.50% 100.00% 77.57% 78.12%

Down-3 25.00% – 100.00% 88.89% 100.00% 79.05% 78.88%

Down-4 69.23% 100.00% 60.00% 100.00% 80.00% 73.49% 73.66%

Down-5 78.95% 76.92% 56.25% 76.47% 55.56% 77.86% 76.98%

Down-6 81.77% 78.26% 69.62% 71.43% 70.00% 84.34% 79.34%

Down-7 81.44% 77.78% 57.14% 76.00% 75.00% 76.00% 77.04%

Down-8 72.41% 100.00% 66.43% 85.71% 75.00% 72.43% 70.59%

Up-1 83.33% 77.78% 60.00% 90.00% 63.16% 73.59% 75.57%

Up-2 79.49% 66.67% 100.00% 83.33% 52.00% 73.11% 73.47%

Up-3 81.25% 100.00% 100.00% 83.33% 53.85% 82.80% 81.68%

Up-4 69.70% 73.91% 77.78% 87.50% 66.67% 81.86% 77.49%

Up-5 66.13% 76.74% 51.61% 57.14% 73.08% 73.60% 69.35%

Up-6 73.76% 76.36% 62.96% 75.00% 68.00% 72.41% 72.41%

Up-7 76.92% 94.74% 75.00% 85.71% 100.00% 78.71% 78.28%

Up-8 76.19% 0.00% 67.19% 55.56% 33.33% 69.92% 68.86%

Overall 76.32% 78.31% 66.07% 79.67% 67.36% 76.41% 75.44%
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Table 6.16: Overview of the accuracy of sex assessment, per dental alteration and tooth type (32-class
systems). Some combinations of tooth type and alteration did not have sufficient samples to produce a
valid metric and have therefore been marked as –.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

11 87.50% 72.73% 50.00% 93.33% 50.00% 70.83% 73.74%

12 83.78% 66.67% 100.00% 82.35% 63.64% 72.26% 74.49%

13 73.33% 100.00% 100.00% 100.00% 40.00% 84.09% 82.23%

14 69.05% 66.67% 66.67% 100.00% 57.14% 82.26% 77.66%

15 68.85% 76.19% 52.63% 62.50% 64.29% 72.73% 69.04%

16 75.00% 79.31% 81.82% 71.43% 66.67% 73.02% 73.74%

17 75.32% 87.50% 72.73% 100.00% 100.00% 78.22% 77.78%

18 66.67% 0.00% 70.59% 57.14% 0.00% 69.91% 69.04%

21 79.41% 81.25% 66.67% 86.67% 72.73% 76.43% 77.44%

22 75.61% 66.67% – 84.21% 42.86% 74.02% 72.45%

23 88.24% 100.00% – 80.00% 62.50% 81.44% 81.12%

24 70.18% 76.47% 88.89% 66.67% 71.43% 81.42% 77.32%

25 63.49% 77.27% 50.00% 50.00% 83.33% 74.49% 69.68%

26 72.48% 73.08% 50.00% 76.92% 68.75% 71.70% 71.07%

27 78.48% 100.00% 77.78% 66.67% 100.00% 79.21% 78.79%

28 83.33% – 63.33% 50.00% 100.00% 69.92% 68.69%

31 0.00% – – 100.00% 100.00% 76.56% 76.53%

32 100.00% 100.00% – 80.00% 100.00% 76.72% 77.16%

33 50.00% – – 75.00% 100.00% 79.47% 79.19%

34 64.29% 100.00% 100.00% 100.00% 100.00% 72.67% 73.33%

35 86.49% 100.00% 42.86% 69.23% 50.00% 75.36% 75.51%

36 81.19% 83.33% 72.97% 90.00% 75.00% 78.26% 79.70%

37 81.40% 66.67% 56.25% 72.73% – 75.58% 76.65%

38 80.00% 100.00% 65.38% – 100.00% 70.37% 69.04%

41 33.33% 100.00% – 66.67% 100.00% 74.74% 74.11%

42 100.00% – 100.00% 100.00% 100.00% 78.42% 79.08%

43 0.00% – 100.00% 100.00% 100.00% 78.61% 78.57%

44 75.00% 100.00% 33.33% 100.00% 66.67% 74.29% 73.98%

45 71.79% 72.73% 66.67% 100.00% 60.00% 80.28% 78.46%

46 82.35% 72.73% 66.67% 61.11% 62.50% 91.89% 78.97%

47 81.48% 86.67% 58.33% 78.57% 75.00% 76.40% 77.44%

48 68.42% 100.00% 67.74% 85.71% 66.67% 74.53% 72.16%

Overall 76.32% 78.31% 66.07% 79.67% 67.36% 76.41% 75.44%
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Figure 6.14: XGradCAM saliency maps for classification model interpretability. The upper two rows
show the saliency map for the female class, and the lower two rows show the saliency for the male
class. Each pair of rows represents the average saliency map for the tooth type according to the 16-
type classification system, with the upper row of the pair representing the maxillary teeth and the lower
mandibular teeth.

tive measurements are: the upper first incisor mesiobuccal-distolingual (MBDL) and distobuc-

cal–mesiolingual diameters, lower second incisor MBDL diameter, and lower canine MBDL

diameter. They achieve an overall accuracy of 83.3% and determine that canines significantly

express sexual dimorphism. The method proposed in this thesis produces a lower accuracy of

76.41%, but this accuracy is verified on a dataset of 86495 samples instead of 60. Interestingly,

the analysis of the proposed deep learning-based model approach also concludes that canines

are especially suited for sex assessment. Capitaneanu et al. [168] did a multivariate analysis of

the length- and width-related variables for all teeth, which is 212 variables in total. Those mea-

surements are taken from 200 panoramic dental x-ray images, which are equally split between

female and male samples. Principal-component analysis was applied, and they determined that

an accuracy between 69.0% and 72.5% can be achieved with measurements of a single tooth.

The upper end of their estimate is still lower than the results achieved by the proposed deep

learning-based model, but if the sample size is taken into account, the results can be considered

in-line. Neves et al. [169] performs sex assessment using the mesiodistal width data and ver-

ify their results on the Portuguese population. Their dataset consists of 168 samples, with 109

female and 59 male samples. The mesiodistal width was measured on all teeth from the right

first molar to the left first molar. They determined that all measurements except for incisors

are statistically significantly different. They fit a multivariate logistic regression model using

the measurements from the upper left canine, the lower right lateral incisor, and the lower right
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canine and achieved an accuracy of 75.0%. This is again in-line with the finding of this thesis,

but this method can still not process teeth with alterations. Their accuracy is slightly lower but,

again, verified on a dataset that is multiple orders of magnitude smaller. As for deep learning,

there currently are no proposed methods for sex assessment from individual tooth x-ray images

using deep learning-based methods or any computer vision-based method.

6.3 Segmentation of teeth and their alterations

6.3.1 Panoramic dental x-ray images

Segmentation is a different approach to using deep learning-based models compared to clas-

sification and regression, as the output is not just a vector of predictions but an entire map of

predictions. Effectively, segmentation is a per-pixel classification approach used for the pre-

cise detection of regions of interest. As described in Section 5.4, the full panoramic dental

x-ray images are segmented by alterations and teeth. In other words, the resulting segmenta-

tion maps show regions on which either a tooth or some tooth alterations are visible. While

many alterations are annotated, the most common ones are tooth decay, crowns, fillings, and

root canal fillings. A detailed overview of the data used for segmentation has been given in Sec-

tion 3.3.3. Multiple models architecture and variants on those architectures were evaluated, as

shown in Section 5.4. The primary metric used for the evaluation of model performance is the

Sørensen–Dice coefficient. The Jaccard index and Sørensen–Dice coefficient show similar per-

formance. The Jaccard index tends to penalize outliers more than the Sørensen–Dice coefficient.

Therefore, the Sørensen–Dice coefficient gives better insight into the average performance and

consistency of results. The accuracy score is misleading, as for panoramic dental x-ray images,

most of the segmentation map is empty due to the surrounding skeletal structure being of no

interest for this task. Therefore, the Sørensen–Dice coefficient is used as the primary metric to

present the performance of the proposed approach. An analysis of performance per alteration is

performed, as well as a detailed performance comparison between neural network architectures

and their variants.

The model variants differ in the number of learnable parameters and thus the amount of

compute needed to process an image. UNet and its variants follow the same baseline architec-

ture, with the difference being the number of channels each processing stage produces. In a

similar vein, FCN networks differ in the effective upscaling factor between the last feature map

and the final segmentation map. For example, FCN8 upscales a feature map by a factor of 8,

and FCN32 upscales a feature map by a factor of 32, which is a much more coarse approach.

DeepLab v3 prescribes the usage of Atrous Spatial Pyramid Pooling for multi-scale processing

but makes no prescriptions about the feature extractor network used. Detailed insight into the
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model architectures and variants used is given in Section 5.4.

The best performance is achieved by the large variant of UNet. The Sørensen–Dice coeffi-

cient for teeth is 95.12%, and the most successful model for the segmentation of alterations is

for fillings with a Sørensen–Dice coefficient of 77.11%. Root canal filling segmentation follows

closely with a Sørensen–Dice coefficient of 74.31%, and the segmentation of crowns and tooth

decay performs worse, with a Sørensen–Dice coefficient of 44.74% and 24.58% respectively.

The overview of the Sørensen–Dice coefficient for every model and segmentation target evalu-

ated is shown in Table 6.17. There is no clear or significant difference in performance in regards

to the age of the sample.

Table 6.17: The performance for segmentation of teeth and dental alterations per evaluated architecture
for panoramic dental x-ray images.

Model Tooth Decay Crown Filling Root canal filling

Unet Micro 92.02% 00.24% 00.32% 52.50% 00.00%

Unet Mini 93.69% 09.52% 38.43% 69.59% 67.84%

Unet 95.03% 24.58% 45.87% 76.04% 71.56%

Unet Big 95.12% 20.25% 47.74% 77.11% 74.31%

FCN32 87.51% 00.11% 00.32% 50.94% 31.87%

FCN16 90.75% 00.10% 00.32% 58.97% 53.10%

FCN8 93.41% 00.11% 01.81% 66.43% 55.71%

DeepLab V3 - MobileNet 92.05% 00.10% 11.70% 56.59% 49.74%

DeepLab V3 - HRNet V2 W32 94.42% 00.00% 43.87% 73.02% 70.63%

DeepLab V3 - ResNet50 93.07% 04.74% 44.26% 70.15% 62.40%

DeepLab V3 - ResNet101 92.82% 00.49% 31.03% 67.19% 59.75%

DeepLab V3 - HRNet V2 W48 94.45% 00.55% 44.77% 72.98% 69.99%

Segmentation is a more computationally demanding computer vision task and thus slower

than age estimation and sex assessment. The large UNet variant is the biggest and slowest

model and can process 100 images in 2.4 seconds. Manual segmentation of panoramic dental

x-ray images is a very arduous task, and it can take between 30 to 40 minutes per image for a

trained expert.

All models perform best with the segmentation of the entire tooth. A tooth is well defined,

has mostly clear boundaries, and can consequently easily be segmented. This can be observed

in Table 6.17, as every model, no matter how large or small, is capable of tooth segmentation

with a Sørensen–Dice coefficient close to 95%. Larger models handle less clear and edge cases
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better, but overall, segmentation of individual teeth can be done automatically with a very high

success rate. All three neural network architectures perform well, with UNet being consistently

better, followed by DeepLab v3 and, lastly, FCN. Dental fillings, too, can be automatically

segmented with a high success rate, as the best model achieves a Sørensen–Dice coefficient

of 77.14%. They are more radio-opaque than teeth and bones, but depending on the amount

and type of material used (amalgam or composite fillings), it can be ambiguous which part of

a tooth is a dental filling and which is part of the natural dental structure. Root canal fillings

have similar properties, except that their position is well defined within the structure of a tooth.

They tend to be less radio-opaque, and as less material is used, there are cases where they are

hard to spot. Crowns follow a similar trend, where their appearance has enough variance to

cause ambiguity and ultimately model errors. Tooth decay performs significantly worse than

any other alterations, and the reasons are twofold. Available data for tooth decay is scarce.

While tooth decay is common, it is not the primary reason for dental imaging. Effectively, this

results in less total data available for tooth decay. Another reason is the insidious nature of how

tooth decay presents in dental x-ray images. Tooth decay destroys the dental tissue by slowly

spreading from a surface inwards. Its appearance is not uniform as it manifests by thinning and

weakening the dental tissue, therefore making it less radio-opaque and less visible on the x-ray

image. However, teeth themselves do not have a uniform look in that regard, allowing tooth

decay to hide in the natural variance of a tooth’s appearance. These two factors combined lead

to a low success rate for the segmentation of tooth decay.

The current literature has multiple studies about deep learning-based tooth segmentation

of panoramic dental x-ray images. Zhao et al. [127] propose TSASNet, a two-stage atten-

tion model for segmentation. They, similar to the approach in this thesis, generate a seg-

mentation map of all teeth present in the panoramic dental x-ray image, and they achieve a

Sørensen–Dice coefficient of 93.77% on a dataset of 1500 panoramic dental x-ray images. The

study acknowledges that teeth can have different alterations, and they keep track of missing

teeth, tooth restorations, dental appliances, and dental implants. However, the study does not

perform segmentation of those alterations. Chen et al. [170] propose MSLPNet for tooth seg-

mentation. MSLPNet is a multi-scale model which uses Resnet50 as its feature extractor, which

is inspired by multi-scale spatial pyramid pooling [125], an approach similar to DeepLab v3.

Similar to Zhao et al., they enumerate the possible alterations the teeth in their dataset can have,

but their model only does segmentation of the entire tooth. They achieve a Sørensen–Dice co-

efficient of 93.01%. Da Silva Rocha et al. [134] use four UNet variants for tooth segmentation

of panoramic dental x-ray images. Their UNet variants differ significantly from those used in

this thesis, and they diverge from the classical UNet approach. Their dataset consists of 1500

panoramic dental x-ray images. The results vary between variants, with the Sørensen–Dice co-

efficient ranging from 89.86% to 92.89%. The best-performing model presented in this thesis

99



Results

achieves a Sørensen–Dice coefficient of 95.12%, firmly outperforming current methods in the

literature. UNet Mini is the closest match to the performance of other studies, achieving an ac-

curacy of 93.69%. No study in forensic odontology literature tackles the segmentation of tooth

alterations, thus, no direct comparisons can be made.

6.3.2 Individual dental x-ray images

The segmentation of individual teeth x-ray images has a similar goal to the segmentation of

panoramic dental x-ray images but with a more targeted approach. Panoramic dental x-ray

images have a lot of "dead space," areas with tissue not related to teeth. Individual tooth x-ray

images focus exclusively on the tooth, allowing for a more detailed segmentation. Additionally,

as the focus is on only the tooth, even if the image size is smaller than the image size for

panoramic dental x-ray images, the image’s effective resolution is much higher. This allows

for a more precise segmentation, as more tooth-specific information is present in the input

image. The prerequisite to using such models is to have knowledge about the positions of

teeth, which can be provided by the proposed model in Section 5.5, and whose results will

be presented and analyzed in the upcoming Section 6.4.2 and Section 6.4.3. The overview

of the data used is given in Section 3.3.3, and the models and approach used is explained in

Section 5.4. An additional variant of data is added by removing all surrounding tissue in an

individual tooth x-ray image. The ground truth segmentation map of the entire tooth is used to

remove the tissue surrounding the tooth. The metric used to evaluate the model is the same as

for panoramic dental x-ray images, the Sørensen–Dice coefficient. The Jaccard index and the

Sørensen–Dice coefficient do not differ significantly for the developed models, and the issues

with accuracy have been explained in Section 5.4. An analysis of the performance per alteration,

per neural network architecture and their variants, per data variants, as well as a comparison to

the performance of panoramic dental x-ray images is performed.

Similar to the results of segmentation of panoramic dental x-ray images, the best performing

model is the UNet architecture in its large variant. It achieves a Sørensen–Dice coefficient of

95.82% for the segmentation of the entire tooth. The best performance for alterations is for

the segmentation of crowns, which achieves a Sørensen–Dice coefficient of 88.54%, closely

followed by dental fillings with a Sørensen–Dice coefficient of 84.70%. Root canal filling

segmentation performs slightly worse, with a Sørensen–Dice coefficient of 79.47%. Again,

tooth decay is the lowest performing task, this time achieving a Sørensen–Dice coefficient of

59.31%. For the second data variant, no models are trained for tooth segmentation as the image

is pre-processed using tooth segmentation to remove the surrounding tissue. The models with

this variant still perform best with crowns, achieving a Sørensen–Dice coefficient of 88.96%.

Dental filling models achieve a Sørensen–Dice coefficient of 83.42%, root canal filling models

achieve 78.94%, and tooth decay models achieve 64.63%. Interestingly, for this data variant,
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the best performance for tooth decay and root canal fillings is achieved with the baseline UNet

model instead of its larger variant. The detailed overview of performance for all alterations and

for tooth segmentation for individual tooth images with surrounding tissue is shown in Table

6.18, and the performance for all alterations for the segmentation of individual tooth images

without surrounding tissue is shown in Table 6.19.

Table 6.18: The performance for segmentation of teeth and dental alterations per evaluated architecture
for individual tooth x-ray images which include the surrounding structure.

Model Tooth Decay Crown Filling Root canal filling

Unet Micro 95.00% 06.85% 18.91% 77.96% 72.35%

Unet Mini 95.44% 32.97% 72.04% 81.77% 76.36%

Unet 95.76% 56.46% 88.01% 84.66% 79.07%

Unet Big 95.82% 59.31% 88.54% 84.70% 79.47%

FCN32 94.96% 06.73% 7429 80.55% 70.11%

FCN16 95.44% 36.75% 8076 82.43% 75.75%

FCN8 95.53% 40.69% 819 83.52% 76.77%

DeepLab V3 - MobileNet 95.23% 17.49% 7694 79.75% 72.19%

DeepLab V3 - HRNet V2 W32 95.79% 50.15% 8025 80.74% 77.95%

DeepLab V3 - ResNet50 95.53% 46.84% 8379 82.01% 75.58%

DeepLab V3 - ResNet101 95.52% 34.89% 8250 82.06% 74.66%

DeepLab V3 - HRNet V2 W48 95.81% 14.19% 8487 83.05% 76.55%

The processing time for segmentation of individual dental x-ray images is slightly lower

than for panoramic dental x-ray images due to the difference in the input image size. The large

UNet variant can process 100 images in 1.9 seconds. Manual segmentation is faster than for the

panoramic case, as a panoramic dental x-ray image is a series of individual-tooth annotations.

Depending on the complexity of the tooth, an expert needs up to 5 minutes to fully segment a

tooth. This performance does not change depending on the data variant used, as both variants

use images of the same size.

The model for segmentation of the entire tooth is the most successful, achieving a Sørensen–Dice

coefficient of 95.82%. As was the case with panoramic dental x-ray images, the success metric

does not deviate significantly between neural network architectures and their variants. Overall,

smaller capacity models perform slightly worse, but overall the Sørensen–Dice coefficient is

between 95% and 96%. Other alterations show a higher variance in their results, but most do

not have significant outliers except tooth decay. The performance ranking is consistent across
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Table 6.19: The performance for segmentation of teeth and dental alterations per evaluated architecture
for individual tooth x-ray images which do not include the surrounding structure.

Model Decay Crown Filling Root canal filling

Unet Micro 40.92% 70.76% 77.73% 73.35%

Unet Mini 50.87% 87.14% 82.29% 75.19%

Unet 64.63% 87.93% 83.24% 78.94%

Unet Big 60.73% 88.96% 83.42% 78.84%

FCN32 19.90% 67.21% 77.90% 71.13%

FCN16 30.26% 81.67% 81.02% 75.17%

FCN8 53.53% 83.24% 81.99% 76.23%

DeepLab V3 - MobileNet 37.83% 78.63% 79.44% 72.40%

DeepLab V3 - HRNet V2 W32 57.01% 86.66% 80.45% 77.18%

DeepLab V3 - ResNet50 57.86% 85.94% 80.69% 75.92%

DeepLab V3 - ResNet101 55.57% 85.77% 80.58% 75.06%

DeepLab V3 - HRNet V2 W48 59.00% 86.71% 80.14% 77.54%

model and data variants, with the best performance being achieved for the segmentation of

crowns, followed by fillings, root canal fillings, and tooth decay. There is no significant differ-

ence in performance between samples by age nor by tooth type.

Between neural network architecture and their variants, a similar trend is noticeable as is for

the segmentation of panoramic dental x-ray images. All but the smallest models perform well,

with larger models handling edge cases better and achieving an overall better performance. All

neural network architectures perform well, but UNet is still the best performing architecture,

followed by DeepLab v3 and, lastly, FCN.

Segmenting an individual tooth in its entirety works well, and results are consistent across

neural network architectures and model variants. Given the nature of the images, neighbor-

ing teeth are often visible in an image, and those teeth can have alterations of their own. In

combination with the surrounding tissue, this can create ambiguous conditions for the model.

The pre-segmented data variant avoids these problems by focusing the model solely on an indi-

vidual tooth, with no external influences. Tooth decay segmentation models achieve a signifi-

cant performance increase, improving their Sørensen–Dice coefficient from 59.31% to 64.63%.

Segmentation of crowns improves, too, albeit with a less substantial increase from 88.54% to

88.96%. The performance for the segmentation models for dental fillings and root canal fillings

slightly decreases, from 84.70% to 83.42% and from 79.47% to 78.94%. This is caused by
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the fact that fillings and root canal fillings can extend slightly beyond the border of the tooth.

By applying the tooth segmentation, those border regions can get cut, which can, across many

samples, accumulate in the small performance decrease seen. Another factor is related to the

border of the fillings too.

Compared to panoramic dental x-ray images, x-ray images of individual teeth offer more

details and information about the most important part of the dental system - the teeth themselves.

When only the tooth is segmented, and not any alterations, the performance difference is not

significantly different. Models for segmentation of teeth from panoramic dental x-ray images

achieve a Sørensen–Dice coefficient of 95.15%, while the models for segmentation of teeth

from individual tooth x-ray images achieve a Sørensen–Dice coefficient of 95.82%. The area of

a tooth is well defined and differentiated from surrounding tissue, thereby not posing too much

of a challenge for the segmentation models. For alterations, the performance for individual

tooth x-ray images is across the board substantially better compared to panoramic dental x-ray

image models. The most significant impact can be seen for tooth decay, where the performance

increased from 24.58% to 64.63%. As already discussed, tooth decay can be hard to spot on

dental x-ray images, and thus "zooming in" and discarding all unnecessary surrounding tissue

allows the models not only to learn features for tooth decay properly but also to work on a

higher effective resolution which allows for a more precise segmentation. Segmentation models

for crowns too increased significantly, from 47.74% to 88.96%. The reasons are similar to tooth

decay, where the noise from the surrounding tissue combined with a low effective resolution

for the crown alterations on the image results in a segmentation model with worse performance.

The models for dental fillings and root canal fillings also improve but to a lesser degree. Those

alterations are less ambiguously imaged with x-rays, thereby reducing the gain from reducing

miscellaneous tissue from the input image.

As discussed in Section 6.3.1, not many studies tackle the problem of tooth segmentation

of dental x-ray images. Zhao et al. [127] achieve a Sørensen–Dice coefficient of 93.77% with

their TSASNet architecture, Chen et al. [170] achieve a Sørensen–Dice coefficient of 93.01%

with their MSLPNet architecture, and da Silva Rocha et al. [134] achieve aSørensen–Dice

coefficient between 89.86% to 92.89% on using some more exotic UNet variants. The model

proposed in this thesis for segmentation of individual tooth x-ray images achieves a dice score

of 95.82%, outperforming the current methods for tooth segmentation. The difference between

panoramic and individual tooth x-ray images is not as significant for the comparison of results

as it might seem at first glance. Panoramic dental x-ray images contain multiple teeth that need

to be segmented, but those teeth are of an effectively smaller resolution. Thus more minor

segmentation errors do not impact the evaluation metric significantly. Individual tooth x-ray

images show only one tooth. However, they have a much higher effective resolution of the tooth

images and therefore need to precisely segment all the details, which in turn affect the evaluation
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metric to a much higher degree. Additionally, as explained in Section 5.4, the Sørensen–Dice

coefficient does not get inflated by true negatives like accuracy and thereby delivers a more

stable metric for comparisons, making it a more suitable metric for comparison with other

studies. For individual images, studies about automated segmentation of tooth alterations can be

found in the literature. Zhu et al. [136] developed CariesNet, which focuses on the segmentation

of tooth decay on panoramic dental x-ray images. The architecture of CariesNet is based on

full-scale axial attention modules, which are applied on multiple scales, and recombined into

the final segmentation map. Their dataset consists of 3217 image regions containing tooth

decay, which has been annotated on 1159 panoramic dental x-ray images. CariesNet achieves

a Sørensen–Dice coefficient of 93.64%, which outperform the 64.63% of the proposed model

for segmentation of tooth decay by a significant margin. While the removal of surrounding

tissue improved the results from 59.31% to 64.64%, the gap between CariesNet and all UNet

variants is still significant. This is primarily due to a low sample count available for the training

of the UNet variants proposed in this thesis. CariesNet is trained on 3217 samples from 1159

panoramic dental x-ray images, while the proposed models are trained on 365 samples from

813 panoramic dental x-ray images. This is nearly an order of magnitude fewer samples. Of all

tooth alterations, tooth decay displays the most variety, as it can be of any size, and it can appear

on any part of the tooth or multiple parts of the tooth simultaneously. Additionally, while the

tooth and other alterations present clearly with x-ray imaging as they are proper independent

objects (dental fillings, root canal fillings, crowns), tooth decay is an intricate structural change

to the tooth. This makes tooth decay the hardest to detect and delineate its region of influence.

6.4 Detection and type determination of teeth in dental x-ray

images

6.4.1 Determination of tooth type in individual dental x-ray images

Manual forensic odontology methods either compare measurements to reference tables or use

them as an input with established linear models that links those measurements to the desired

target (age, sex, ...). Those models and reference tables are built with the knowledge of the tooth

type that is being measured, as the measurements differ from tooth to tooth. Every position in

the dental system has its own function, and thus all teeth slightly differ from each other. There

are multiple classification systems used for tooth types. The standard used is the FDI dual

notation system [139], which assigns a two-digit label to every tooth, depending on its quadrant

within the oral cavity and the position within the quadrant. This gives a unique label to every

tooth, resulting in 32 labels. Research studies sometimes use a reduced subset, which results in

the 16-class, 8-class, and 4-class classification systems, which are explained in Section 5.3.3.
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While the tooth type can be easily determined if all teeth are present, tooth type determination

can be a challenge in the case of missing teeth, cases where teeth are found independently from

the rest of the remains, or they are the only remains available. The presented results show the

performance of the deep learning-based model, which determines the tooth type from individual

dental x-ray images, which is built as explained in Section 5.3.4 upon the data shown in Section

3.3.2. The metric used to measure the performance of the model is accuracy. The differences

in performance for all classification systems are analyzed, as well as the differences between

the model using state-of-the-art feature extractor and attention and BiFPN-based model. An

analysis of the performance trend in regard to age is shown, the common classification errors

are examined, and the impact of alterations on the model performance is examined.

The model based on a state-of-the-art feature extractor with attention performs tooth type

determination with an overall accuracy of 97.99%, 92.40%, 92.23%, and 83.74% for the 4-class,

8-class, 16-class, and 32-class cases, respectively. The model performance improves when only

non-altered teeth are taken into account, resulting in an accuracy of 99.15% 4-class approach,

95.53% 8-class approach, 95.45% for the 16-class approach, and 87.24% for the 32-type ap-

proach. The precision of those models is, in the same order, 98.02%, 92.48%, 92.28%, and

84.03% for all samples, and 99.18%, 94.92%, 95.11%, and 88.16% for samples with no al-

terations. Likewise, the recall for those models is 97.99%, 92.40%, 92.23%, and 83.74% for

all samples, and 99.15%, 95.53%, 95.46%, and 87.24% for samples with no alterations. The

hyperparameters for this model are: VGG16 as the feature extractor, a convolutional depth of

423 channels, no attention, and a fully-connected layer of size 412, which results in a model of

14M learnable parameters. A series of BiFPN-based models were also trained. Their perfor-

mance ranks similarly to the model based on a state-of-the-art feature extractor, achieving an

overall accuracy of 98.24%, 91.89%, 89.10%, and 83.92% for the 4-class, 8-class, 16-class, and

32-class classification approaches, respectively, and an accuracy of 99.17%, 95.00%, 93.08%,

and 87.54% on samples with no alterations. The overall precision of those models is 98.20%,

91.96%, 89.51%, and 84.32%, and unaltered samples have a precision of 99.12%, 94.61%,

92.98%, and 88.77%. And finally, the overall recall for those models is 98.24%, 91.89%,

89.10%, and 83.92%, and the recall for samples with no alterations is 99.17%, 95.00%, 93.08%,

and 87.54%. The best performing hyperparameters are: 2 BiFPN layers, convolutional depth

starting with 16 channels and linearly scaling to 128 channels, a fully-connected layer of size

32, the feature compressor depth of 4, and a BiFPN feature size of 16. Like in previous cases,

the BiFPN-based models for tooth type determination achieve a similar results while only re-

quiring a fraction of learnable parameters - in this case, only 2.3% compared to the model based

on a state-of-the-art feature extractor. The overview of overall results per age group and classifi-

cation approach is shown in Table 6.20, and the overview for teeth with no alterations in shown

in Table 6.21.
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Table 6.20: Performance of tooth type determination per type classification system and age group for all
individual tooth x-ray samples.

Age group
Tooth type

Accuracy (4 types) Accuracy (8 types) Accuracy (16 types) Accuracy (32 types)

[20, 25) 98.95% 96.10% 95.91% 88.77%

[25, 30) 98.29% 93.90% 93.33% 85.36%

[30, 35) 98.81% 95.08% 94.66% 85.33%

[35, 40) 98.21% 92.60% 93.27% 87.44%

[40, 45) 96.96% 85.71% 85.95% 75.29%

[45, 50) 96.10% 89.61% 88.31% 76.62%

[50, 55) 95.29% 84.71% 84.71% 75.69%

[55, 60) 91.34% 78.74% 78.74% 60.63%

Overall 97.99% 92.40% 92.23% 83.74%

Table 6.21: Performance of tooth type determination per type classification system and age group for
individual tooth x-ray samples with no alterations.

Age group
Tooth type

Accuracy (4 types) Accuracy (8 types) Accuracy (16 types) Accuracy (32 types)

[20, 25) 99.87% 97.73% 97.23% 90.29%

[25, 30) 98.36% 94.21% 94.52% 85.76%

[30, 35) 99.63% 96.89% 96.65% 88.20%

[35, 40) 100.00% 97.97% 97.97% 91.50%

[40, 45) 99.35% 91.96% 92.39% 81.30%

[45, 50) 97.75% 92.13% 91.01% 84.27%

[50, 55) 97.98% 92.93% 91.92% 86.87%

[55, 60) 94.12% 90.20% 88.24% 76.47%

Overall 99.15% 95.53% 95.46% 87.24%
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On an Nvidia 2080 TI GPU, the model based on a state-of-the-art feature extractor with

attention can assess the tooth type of 100 images in 1.1 seconds, while the BiFPN-based model

can process the same amount of images in 0.14 seconds. Manual tooth type determination can

take up to a few minutes per tooth.

The performance of the model based on a state-of-the-art feature extractor with attention and

the BiFPN-based model are overall in line with each other, except for the case of the 16-class

approach. The BiFPN-based model for the 16-class approach has greater difficulties differenti-

ating teeth within the same 4-class category. In other words, it still differentiates well between

molars and premolars, but the mistakes happen in accurately labeling if a tooth is, for example,

the first or second molar. This holds true for both mandibular and maxillary teeth. However,

this trend is not observable when evaluated on the subset of samples with no alterations. The

BiFPN-based models for all other approaches do not exhibit such behavior. All other trends

which are analyzed in the following paragraphs are identical between both the model based on

a state-of-the-art feature extractor with attention and BiFPN-based model.

Tooth type determination is, naturally, easier for the classification systems with fewer cate-

gories, which is reflected in the performance of the models. The model for the 4-class approach

has the highest accuracy, achieving an overall accuracy of 97.99% and an accuracy of 99.15%

on unaltered samples. Interestingly, the performance of the model for the 8-class and the 16-

class approach is similar, with the 8-class model reaching an overall accuracy of 92.40% and

an accuracy of 95.53% for unaltered teeth, while the 16-class approach achieves an overall ac-

curacy of 92.23% and an accuracy of 95.46% for unaltered teeth. The difference between the

8-class and 16-class approaches is the differentiation between mandibular and maxillary teeth.

Differentiation between those categories does not pose a challenge to the created models, as

small bits of the surrounding structures are visible in the images, which contain information

about the jaw side. As the model can easily differentiate between mandibular and maxillary

teeth, the rest of the model capacity is dedicated to, in essence, the 8-class problem, ultimately

resulting in a similar performance of the 8-class and 16-class model. This trend can be seen in

Figure 6.15, which shows the confusion matrices for the 8-class, 16-class, and 32-class mod-

els. As can be seen, the misclassifications happening to the 8-class model are errors between

the basic four tooth types - the model rarely misclassifies an incisor as a canine, premolar,

or molar, with the vast majority of errors happening between incisors. The same holds true

for premolars and molars. Canines rarely get misclassified, as they have a distinct shape and

function compared to the other three basic tooth types. The 16-class system shows the same

misclassifications, the only difference being that those errors are present both for mandibular

and maxillary teeth. However, it is clearly visible that those errors do not happen across jaw

sides. This phenomenon persists in the 32-class model. The 32-class model performs the least

accurate of all the tooth type determination models, achieving an overall accuracy of 83.74%
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Figure 6.15: Confusion matrices for tooth type determination for the 8-, 16-, and 32-class approaches.
As shown in Figure 5.9, the rows represent model predictions, and columns represent the ground truth
values. For the 16-class case (middle figure), the prefixes "U-" and "D-" represent maxillary (Upper)
and mandibular (Lower) teeth, respectively. The values in the left figure are the number of samples
normalized by the number of true samples of its class (i.e., precision). Misclassifications mostly happen
between teeth in the same morphological group (4-class system), regardless of the classification system
used. For this qualitative overview, values are omitted in the middle and right figure for visual clarity.

and an accuracy of 87.24% on unaltered teeth. Misclassification does not occur across jaw sides

but does happen across quadrants. Teeth are divided into four quadrants, but each jaw side is

symmetrical, leading to misclassifications. As shown in Figure 6.15, most misclassifications

happen between the same 8-class type of the same jaw side. The model can fully differentiate

between mandibular and maxillary teeth, as well as the basic four tooth types, with the perfor-

mance decreasing with an increased abstraction of the tooth type classification approach. All

observed trends hold true from the perspective of precision and recall.

As with all previously tackled forensic odontology tasks, performance declines with in-

creased age. In both the overall and unaltered-teeth case, the results remain consistent for sam-

ples up to the age of 40, after which performance starts to decline. This holds true for models

of all tooth type classification approaches. With age, the number of tooth alterations increases,

including damage and decay. Nevertheless, the decrease in performance is not as significant

as seen in deep learning-based models previously shown for other forensic odontology tasks.

Despite the age-related accumulated damage, the tooth mostly retains its shape and structure,

allowing for clear tooth type determination. Comparing the overall results to the results of non-

altered teeth, the decrease is less pronounced, with the results having less variance up to the age

of 55.

As can be seen in the differences of Table 6.20 and Table 6.21, the tooth type determination

models perform better with unaltered teeth. Tooth alterations change the structure of a tooth,

which can be to the extent where the tooth type cannot be accurately determined. A dental

filling can affect a significant portion of a tooth. However, most dental fillings are not significant

enough to consequentially affect the tooth type determination models and affect the results the

least. To be precise, samples with dental fillings achieve an accuracy of 99.54% for the 4-class
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approach, 93.20% for the 8-class approach, 93.12% for the 16-class approach, and 87.24% for

the 32-class approach. The performance for samples with root canal fillings is slightly worse

than for fillings, achieving accuracies of 98.31%, 87.46%, 88.48%, and 84.07% for the four

classification approaches. The root canal filling by itself does not significantly change the shape

and structure of the tooth, but they are always paired with dental fillings, as a path to the root has

to be made. This combination of alterations results in an overall lower performance than dental

fillings alone. In a similar vein, tooth decay decreases the performance, but not by a significant

margin. For the four classification approaches, models produce an accuracy of 99.59%, 94.31%,

95.93%, and 89.02% for samples with tooth decay. Tooth decay is treated early to contain the

spread and damage, thus only small areas with tooth decay can be found. Likewise, if tooth

decay has been allowed to proceed, the tooth is removed. Removed teeth are an interesting case

to examine with this research. Intuitively, if a tooth is missing, we cannot determine its type.

Therefore, when evaluated on image samples where the tooth is missing, it would be natural to

expect an accuracy of at-best random chance. This is not the case. Models for all classification

approaches achieve an accuracy of 88.02%, 72.65%, 69.86%, and 52.69% for samples where

the tooth is missing. The tooth is missing, but the surrounding tissue is still present. The

performance is significantly degraded, but it is still much better than random. As teeth do not

grow at a perfectly straight angle, neighboring teeth can be visible in an analyzed image, thus

providing the model information about the position and type of the tooth. Crowns, bridges, tooth

germs, leftover roots, and dental implants are other alterations that can be present in the dataset,

as described in Section 3.3.2. Their impact is significant, resulting in accuracies of 87.56%,

68.39%, 70.47%, and 60.62%. Depending on the classification approach, the result is either

slightly higher or slightly lower than in the case of missing teeth. Those alterations heavily

modify the shape of the tooth, with artificial crowns replacing the entire crown of the tooth,

bridges linking different tooth elements together, leftover roots missing over half the tooth,

tooth germs being undeveloped teeth, and implants fully replacing a tooth. Such significant

modifications or direct replacement of teeth erase the information of the tooth type, leading to

the model having to rely on the surrounding information, thus producing similar results to the

case when the tooth is missing. Not enough samples are available for those alterations, so their

impact is grouped together. The detailed overview of the performance per tooth status for the

4-, 8-, and 16-class approach is shown in Table 6.22, and for the 32-class approach in Table

6.23.

Automated tooth type determination has been explored in literature. Oktay [140] is one

of the earliest studies of automated tooth type determination. They use a model based on the

AlexNet architecture to simultaneously detect tooth positions in the form of bounding boxes and

determine the type of the tooth using a 3-class approach where incisors and canines are grouped

together. Their dataset consists of 100 panoramic dental x-ray images. On average, they achieve
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Table 6.22: Overview of the accuracy of tooth type determination, per dental alteration and tooth type
(4-, 8-, and 16-class systems). Some combinations of tooth type and alteration did not have sufficient
samples to produce a valid metric and have therefore been marked as –. Each classification approach
has an additional "Overall" row that shows the model’s accuracy for that approach and the precision for
every tooth type.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

Incisor 94.44% 88.89% 0.00% 100.00% 66.67% 99.39% 99.17%

Canine 100.00% 100.00% 85.71% 100.00% 91.67% 98.33% 97.33%

Premolar 99.87% 99.34% 88.86% 100.00% 94.20% 99.06% 97.74%

Molar 99.08% 96.30% 85.71% 97.96% 81.97% 99.51% 97.59%

Overall 99.54% 98.31% 88.02% 99.59% 87.56% 99.15% 97.99%

X1 97.14% 96.43% 80.00% 97.14% 90.48% 97.00% 96.82%

X2 92.59% 80.00% 0.00% 97.73% 66.67% 95.96% 94.65%

X3 100.00% 100.00% 0.00% 93.33% 46.67% 98.75% 97.46%

X4 92.00% 72.00% 52.17% 88.89% 46.15% 96.92% 93.01%

X5 94.00% 82.14% 63.83% 96.77% 74.29% 95.81% 92.40%

X6 93.16% 92.08% 56.60% 91.67% 66.67% 91.96% 86.40%

X7 92.26% 89.13% 54.17% 92.31% 82.35% 86.74% 87.18%

X8 90.00% 80.00% 86.57% 93.75% 85.71% 94.44% 91.35%

Overall 93.20% 87.46% 72.65% 94.31% 68.39% 95.53% 92.40%

Down-1 50.00% 100.00% – 100.00% 0.00% 93.72% 92.88%

Down-2 66.67% 100.00% 0.00% 100.00% 0.00% 95.25% 94.40%

Down-3 100.00% – 0.00% 100.00% 50.00% 97.88% 97.46%

Down-4 96.15% 50.00% 80.00% 100.00% 80.00% 98.85% 98.21%

Down-5 98.68% 100.00% 56.25% 100.00% 77.78% 97.86% 95.91%

Down-6 95.57% 93.48% 58.23% 89.29% 60.00% 93.98% 85.71%

Down-7 92.81% 88.89% 46.43% 88.00% 62.50% 88.57% 86.73%

Down-8 93.10% 50.00% 93.57% 100.00% 75.00% 98.60% 96.16%

Up-1 98.48% 92.59% 80.00% 96.67% 94.74% 97.18% 97.20%

Up-2 94.87% 87.50% 0.00% 100.00% 76.00% 98.11% 96.43%

Up-3 93.75% 100.00% 0.00% 100.00% 61.54% 99.42% 97.46%

Up-4 91.92% 86.96% 77.78% 100.00% 61.90% 94.94% 91.62%

Up-5 92.74% 79.07% 45.16% 100.00% 57.69% 94.42% 87.27%

Up-6 95.48% 98.18% 33.33% 95.00% 80.00% 89.66% 88.61%

Up-7 85.26% 63.16% 25.00% 85.71% 88.89% 85.64% 82.83%

Up-8 76.19% 100.00% 78.91% 100.00% 100.00% 91.53% 86.84%

Overall 93.12% 88.47% 69.86% 95.93% 70.47% 95.46% 92.23%
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Table 6.23: Overview of the accuracy of tooth type determination, per dental alteration and tooth type
(32-class systems). Some combinations of tooth type and alteration did not have sufficient samples
to produce a valid metric and have therefore been marked as –. Each classification approach has an
additional "Overall" row that shows the model’s accuracy for that approach and the precision for every
tooth type.

Tooth type Filling Root canal filling Missing Tooth decay Other imperfections No imperfections Overall

11 93.75% 90.91% 50.00% 100.00% 87.50% 94.44% 93.94%

12 81.08% 75.00% 0.00% 94.12% 63.64% 94.89% 91.84%

13 86.67% 100.00% 0.00% 100.00% 20.00% 97.16% 93.91%

14 92.86% 83.33% 44.44% 100.00% 57.14% 94.35% 90.43%

15 86.89% 85.71% 21.05% 75.00% 71.43% 92.93% 82.23%

16 90.18% 93.10% 18.18% 100.00% 77.78% 88.89% 84.85%

17 81.82% 62.50% 18.18% 87.50% 50.00% 85.15% 80.30%

18 77.78% 100.00% 61.76% 85.71% 50.00% 86.73% 77.16%

21 88.24% 93.75% 33.33% 93.33% 90.91% 93.57% 91.28%

22 82.93% 75.00% – 94.74% 50.00% 87.40% 84.18%

23 94.12% 100.00% – 100.00% 75.00% 94.01% 93.37%

24 89.47% 82.35% 66.67% 100.00% 57.14% 92.04% 87.63%

25 93.65% 95.45% 50.00% 100.00% 75.00% 89.80% 87.23%

26 84.40% 80.77% 18.75% 76.92% 56.25% 79.25% 75.13%

27 75.95% 54.55% 0.00% 66.67% 57.14% 79.21% 73.23%

28 66.67% – 76.67% 100.00% 100.00% 86.99% 82.83%

31 0.00% – – 100.00% 0.00% 74.48% 73.98%

32 100.00% 100.00% – 60.00% 100.00% 76.19% 76.14%

33 100.00% – – 100.00% 0.00% 82.11% 82.23%

34 78.57% 0.00% 100.00% 80.00% 50.00% 90.70% 89.23%

35 89.19% 50.00% 57.14% 92.31% 50.00% 91.30% 89.29%

36 88.12% 91.67% 45.95% 70.00% 50.00% 84.78% 76.14%

37 88.37% 75.00% 18.75% 72.73% – 80.23% 78.68%

38 90.00% 0.00% 76.92% – 100.00% 91.67% 85.79%

41 66.67% 100.00% – 66.67% 0.00% 73.16% 72.59%

42 0.00% – 0.00% 100.00% 0.00% 80.00% 79.08%

43 50.00% – 0.00% 80.00% 0.00% 89.30% 87.76%

44 66.67% 0.00% 66.67% 100.00% 33.33% 93.14% 90.82%

45 100.00% 90.91% 44.44% 100.00% 60.00% 95.77% 93.33%

46 92.16% 86.36% 26.19% 83.33% 50.00% 89.19% 75.38%

47 88.89% 86.67% 16.67% 100.00% 62.50% 84.27% 81.54%

48 94.74% 66.67% 67.74% 100.00% 33.33% 83.02% 78.87%

Overall 87.24% 84.07% 52.69% 89.02% 60.62% 87.24% 83.74%
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an accuracy of 92.84%, Keerthana et al. [141] use projection profile analysis to determine the

tooth type using the 4-class approach. They use a dataset of 200 individual tooth samples, split

equally between all four tooth types, achieving an accuracy of 92.54%. The model proposed in

the thesis achieves an overall accuracy of 97.99%, and an accuracy of 99.15% on samples with

no alterations, firmly outperforming both approaches. Chen et al. [142] apply the Faster R-CNN

object detection architecture to detect teeth and determine their tooth type on periapical dental

x-ray images. They determine tooth type using the 32-class approach, but they correct potential

misclassifications using heuristics based on the type determinations of neighboring teeth. Their

dataset consists of 1250 periapical dental x-ray images. This approach achieves an accuracy

of 79.7% before the heuristic correction and an accuracy of 91.7% after. While the baseline

approach does not outperform the method proposed in this thesis, it does outperform it once

the correction heuristic is applied. Kim et al. [171] is one of the newest studies tackling this

problem. The study uses Faster R-CNN with an Inception v3 feature extractor to detect teeth

in panoramic dental x-ray images and determine their tooth type. Their dataset consists of 303

panoramic dental x-ray images. The tooth type determination approach is a bit different than

most in the literature. Teeth are classified into three categories: incisors, canines, or molars;

premolars and molars are grouped together. Their approach achieves an accuracy of 84.5% and

a recall of 84.2%. The closest match to the trained tooth type determination models in the thesis

is the 4-class approach, which achieves an overall accuracy of 97.99% and a recall of 97.99%,

which strongly outperforms their method. None of the current studies in the literature make

information available about possible tooth alterations if such samples were filtered out, nor is

the impact on their approach discussed.

6.4.2 Detection of teeth without type determination

All previously described methods that use individual tooth x-ray images have the prerequisite of

annotating individual tooth positions. While this process does not require a high degree of ex-

pertise, it is still a time-consuming and repetitive effort that can be automated. There have been

some experiments using state-of-the-art object detection neural networks for the localization of

teeth. However, most of those studies use either dated architectures or a small dataset. YOLO v5

[160] is the newest state-of-the-art family of object detection neural network architectures based

on the breakthrough YOLO architecture. This family of architectures offers four sizes - small,

medium, large, and extra large. An additional variant is available, which extends the backbone

with additional layers, adding an extra input for the spatial pyramid pooling, labeled as "P6".

The models are named after those two properties. For example, the medium-sized model is

labeled YOLOv5m for the baseline model and YOLOv5m6 for the extended model. The models

are trained on panoramic dental x-ray images described in Section 3.3.1, with the bounding box

positional annotations as described in Sections 3.1 and 3.3. This includes the subset of tooth an-
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Figure 6.16: The performance results for detection with the YOLO v5 model variants for different image
sizes. As can be seen, the image size significantly impacts the achieved performance. On the other hand,
the model architecture has a lower degree of impact, which diminishes even further with the increase in
image size.

notations that contain information about the tooth status. The samples which have been marked

as "missing" teeth have been removed from these experiments. The success of these models is

measured with established object detection metrics, which are precision, recall, and mAP. All

eight variants of the model have been evaluated, and their differences analyzed. Different image

sizes have been evaluated, their differences are analyzed, and the best image and model size is

determined. Additionally, two training approaches have been tested, with models either being

trained from random initialization or by using pretrained weights trained on the COCO dataset

[164] as the starting point, the differences in performance are analyzed, and the better training

approach for this task is determined.

Overall, the best performing tooth detection model is based on the YOLOv5m6 architecture,

using an image size of 1820 px by 1820 px, trained with transfer learning based on weights

pretrained on the COCO dataset. The mAP achieved is 97.85%, with a precision of 98.08%

and a recall of 94.39%. The model consists of 35.7M learnable parameters, and it can process

100 images in 0.45 seconds. The overview of the performance for every model architecture and

image size combination is shown in Table 6.25.

Out of all of the evaluated factors, image size is the most impactful. Models with a higher

number of learnable parameters, and thus a higher capacity, tend to perform somewhat better

within an image size group. This holds true for the extended models, as they perform slightly

better than their non-extended counterparts. Figure 6.16 shows the mAP of all evaluated models

grouped by image size, where it can be seen that larger image sizes contribute to better results.

This phenomenon diminishes with each increase, leaving just a minuscule increase in perfor-

mance between the models processing images of 1280 by 1280 px and 1820 by 1820 px. The

detailed overview of results can be seen in Table 6.25, where it can be seen that the differences

shrink nearly an order of magnitude with every resolution increase. Nevertheless, while model

capacity correlates with mAP, the best performance was achieved by the middle-sized model,

YOLOv5m6, processing the highest resolution images.

For most use cases, training models with randomly initialized weights instead of pretrained

weights is less preferable, as the pretraining is done on enormous general datasets. Those
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Table 6.24: Peformance results for all YOLO v5 model variants and all evaluated image sizes. The
metrics marked with 1 are for models trained from scratch, and the ones marked with 2 are for models
trained with transfer learning.

Architecture Image size Precision1 Recall1 mAP1 Precision2 Recall2 mAP2

YOLOv5s 256 68.20% 70.13% 65.63% 88.08% 74.81% 83.22%

YOLOv5s 640 97.60% 92.92% 96.52% 98.02% 94.11% 97.20%

YOLOv5s 1280 98.37% 93.70% 97.37% 98.32% 93.85% 97.41%

YOLOv5s 1820 98.37% 93.80% 97.74% 98.37% 93.99% 97.83%

YOLOv5s6 256 69.99% 70.46% 64.59% 84.86% 76.42% 82.04%

YOLOv5s6 640 97.63% 93.58% 97.04% 98.24% 94.07% 97.74%

YOLOv5s6 1280 98.34% 93.48% 97.46% 98.24% 93.77% 97.55%

YOLOv5s6 1820 98.42% 93.70% 97.77% 98.29% 93.87% 97.82%

YOLOv5m 256 69.60% 71.61% 67.68% 86.93% 74.76% 83.43%

YOLOv5m 640 97.97% 93.83% 96.89% 98.28% 93.66% 97.01%

YOLOv5m 1280 98.39% 93.62% 97.55% 97.40% 94.76% 97.52%

YOLOv5m 1820 98.43% 93.75% 97.81% 98.37% 94.03% 97.73%

YOLOv5m6 256 72.85% 71.33% 67.63% 89.38% 76.16% 84.83%

YOLOv5m6 640 97.65% 93.80% 97.28% 98.10% 94.09% 97.67%

YOLOv5m6 1280 98.29% 93.78% 97.70% 98.27% 93.99% 97.66%

YOLOv5m6 1820 98.12% 94.10% 97.83% 98.08% 94.39% 97.85%

YOLOv5l 256 70.15% 73.15% 69.83% 87.87% 76.49% 83.23%

YOLOv5l 640 97.93% 93.62% 96.98% 97.83% 94.26% 97.29%

YOLOv5l 1280 98.43% 93.47% 97.58% 98.10% 94.24% 97.53%

YOLOv5l 1820 98.43% 93.91% 97.73% 98.04% 94.12% 97.71%

YOLOv5l6 256 74.10% 73.18% 70.09% 86.87% 76.36% 82.43%

YOLOv5l6 640 98.11% 93.64% 97.47% 98.14% 94.32% 97.84%

YOLOv5l6 1280 98.43% 93.49% 97.65% 95.23% 90.70% 95.83%

YOLOv5l6 1820 98.34% 93.88% 97.78% 84.63% 79.01% 87.87%

YOLOv5x 256 69.55% 73.73% 69.99% 91.16% 74.90% 85.10%

YOLOv5x 640 98.15% 93.55% 96.99% 98.22% 94.08% 97.08%

YOLOv5x 1280 98.26% 93.84% 97.48% 97.37% 94.91% 97.55%

YOLOv5x 1820 98.19% 93.31% 97.48% 98.35% 94.03% 97.73%

YOLOv5x6 256 76.85% 71.92% 70.62% 85.09% 76.05% 80.70%

YOLOv5x6 640 98.17% 93.83% 97.55% 97.12% 94.98% 97.60%

YOLOv5x6 1280 98.29% 94.01% 97.70% 97.64% 94.72% 97.55%

YOLOv5x6 1820 98.36% 93.73% 97.82% 97.13% 94.96% 97.69%
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models are trained for a different task, but given the broadness and size of the dataset, layers

closer to the input discover generally useful features that can easily be adapted to other tasks.

The dataset used for pretraining, COCO [164], contains natural images taken with ordinary

cameras. However, medical images are a wholly different domain than natural images. Those

images represent elements that are not encountered in natural-image datasets, especially not in

the case of x-ray images. Given the stark difference in domains and the size of the dataset used

in this thesis, all models are trained twice, once without pretrained weights and once with. The

average performance for models trained with pretrained weights is 90.16%, and the average

performance for models trained without pretrained weights is 93.60%. When tested with a

paired t-test, the p-value is 0.0097, which firmly allows for the rejection of the null hypothesis

that the samples are on average equal. Therefore, the huge difference in image domains and the

large dataset used for the training of the models does affect the model performance, and training

from random initialization is preferable.

Current studies in literature pair tooth detection with tooth type determination and the details

of their approach are therefore already been discussed in Section 6.4.1, as well as in Chapter

2. Oktay [140] is one of the earliest studies on tooth detection. A sliding window approach

is used, where every possible image region generated by the sliding window is processed with

AlexNet. They do not report an mAP, but they report the precision of every object class. The

precision achieved is 92.47% for incisors and canines, 91.74% for premolars, and 94.32% for

molars. The overall precision achieved by the best model proposed in this thesis is 98.08%,

which firmly outperforms Oktay. Chen et al. [142] do tooth detection on periapical dental x-ray

images using the Faster R-CNN architecture. The achieved mAP is "approximately 80%", the

overall precision of 90% and the overall recall is 98.5%. While this approach is outperformed

by mAP and precision, the recall of the method that Chen et al. propose is significantly higher

at 98.5%. Periapical images focus on a much narrower region and therefore show fewer teeth,

additionally have less space that is not occupied by teeth, and the effective resolution of a tooth

is higher with periapical dental x-ray images. Their model has, therefore, less room for error,

which reflects in their recall metric. Kim et al. [171] also uses Faster R-CNN but implements

Inception v3 as its feature extractor. They achieve an mAP of 96.7% for tooth detection, which

is slightly underperforming compared to the model proposed in the thesis. Laishram et al.

[144] uses Faster R-CNN to detect teeth in panoramic dental x-ray images. They achieve an

mAP of 91.40%. While this seems like an uncharacteristically low mAP, their dataset is smaller

with only 145 images, and their dataset includes panoramic dental x-ray images of children.

Panoramic dental x-ray images of children contain overlapping teeth as their permanent teeth

develop within the jaw while their primary teeth are still in place.

115



Results

6.4.3 Detection of teeth with tooth type determination

Modern neural network architectures for object detection can simultaneously classify the de-

tected object. This allows for a fast and efficient object detection and classification system,

which can share common features between those two tasks. A system like this is end-to-end

trainable, allowing for easier and more stable training. Such a combined system has more in-

formation available for training, which allows for achieving better overall performance. As

with the previously shown detection results, precision, recall, and mAP are the success met-

rics used to evaluate the model. Given the previous research results, the best performance is

achieved with images of size of 1820 by 1820 px, trained from randomly initialized weights,

using YOLOv5m6 as the neural network architecture. The difference between architectures is

minimal for large images; therefore, the choice of YOLOv5 architecture is the least impactful.

The performance of the resulting models is compared to the baseline detection case, and the

trends in detection and classification results are analyzed.

The model trained for the 4-class approach achieves a precision of 98.6%, a recall of 98.2%,

and an mAP of 98.3%. The models for the 8-class and 16-class approaches achieve a precision

of 96.2% and 97.1%, a recall of 96.2% and 96.0%, and an mAP of 97.3% and 96.9% respec-

tively. Finally, the model trained for the 32-class approach achieves a precision of 94.4%, a

recall of 94.9%, and an mAP of 95.9%. Like the previously shown results, the model con-

sists of 35.7M learnable parameters, and it can process 100 images in 0.45 seconds. There is

no significant inference time difference between the classification of the 4-class and 32-class

approaches. The overview of results is shown in Table 6.25.

As expected and as observed in previously shown results, models perform better the lower

the number of classes for the tooth type determination approach is. Equally, the performance

difference between the 8-class and 16-class approaches is the smallest, as the differentiation

between maxillary and mandibular teeth does not pose a significant challenge to deep learning-

based models. The model trained for the 32-class approach has the lowest performance. In-

terestingly, the detection model trained for the 4-class tooth type classification approach out-

performs the baseline detection model, which achieved an mAP of 97.85%. The precision of

both models is similar, but the recall of the baseline detection model is 94.39%, which is signif-

icantly lower than the 4-class model recall of 98.2%. In other words, the additional information

about the tooth type enabled the discovery of more robust features, which led to an overall im-

provement in detection results. The recall for all other tooth type classification approaches is

higher, with the difference in the recall of the model for the 32-class approach having the least

significant difference, its recall being 94.9%. While the 32-class approach gives more precise

information about the location of a tooth, its relative complexity to the 4-class approach did not

allow for the learning of features that significantly improve the detection results, as was in the

case of the 4-class detection model.
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Table 6.25: Performance for tooth detection with simultaneous tooth type determination for all tooth
type classification systems. For every tooth type classification system, a separate model was trained.

Tooth type Precision Recall mAP

Incisor 98.4% 98.9% 98.2%

Canine 98.2% 99.1% 98.7%

Premolar 98.7% 97.6% 98.4%

Molar 99.0% 97.3% 98.0%

Overall 98.6% 98.2% 98.3%

X1 97.0% 98.3% 97.0%

X2 98.0% 97.8% 98.0%

X3 96.1% 99.1% 98.7%

X4 96.6% 96.0% 96.7%

X5 96.8% 95.1% 97.5%

X6 94.3% 95.1% 97.6%

X7 94.9% 96.1% 97.3%

X8 96.2% 92.3% 95.3%

Overall 96.2% 96.2% 97.3%

Down-1 97.0% 97.8% 96.0%

Down-2 98.4% 99.0% 98.8%

Down-3 98.7% 99.7% 98.7%

Down-4 98.7% 99.0% 99.1%

Down-5 97.9% 98.1% 98.6%

Down-6 99.0% 93.3% 96.4%

Down-7 94.5% 95.1% 96.2%

Down-8 92.4% 95.6% 94.4%

Up-1 97.4% 98.5% 97.1%

Up-2 97.9% 97.1% 97.4%

Up-3 97.2% 97.7% 97.5%

Up-4 93.5% 91.1% 93.9%

Up-5 98.2% 91.1% 96.5%

Up-6 97.4% 94.6% 97.2%

Up-7 96.9% 96.5% 98.0%

Up-8 97.9% 91.8% 94.5%

Overall 97.1% 96.0% 96.9%

Tooth type Precision Recall mAP

11 94.6% 96.9% 96.1%

12 96.0% 98.1% 98.0%

13 96.0% 97.4% 96.7%

14 89.7% 93.9% 92.4%

15 93.6% 91.6% 94.1%

16 90.8% 96.3% 96.9%

17 94.8% 96.6% 98.1%

18 94.8% 90.7% 91.7%

21 83.2% 99.0% 97.4%

22 97.9% 96.4% 96.8%

23 97.5% 98.0% 97.5%

24 95.4% 93.5% 93.6%

25 93.7% 93.7% 95.9%

26 92.6% 92.8% 95.1%

27 91.4% 96.0% 96.7%

28 97.1% 91.3% 95.4%

31 96.5% 69.5% 95.1%

32 97.5% 98.6% 98.7%

33 98.1% 99.0% 98.5%

34 96.1% 98.4% 98.7%

35 97.5% 96.3% 97.1%

36 96.7% 91.9% 93.4%

37 94.0% 96.0% 96.0%

38 91.6% 95.0% 94.0%

41 86.5% 86.3% 88.8%

42 97.1% 98.5% 96.9%

43 97.0% 99.5% 98.2%

44 97.7% 100% 98.5%

45 96.2% 99.5% 98.2%

46 96.2% 94.8% 95.5%

47 92.5% 96.7% 95.2%

48 91.1% 93.4% 94.0%

Overall 94.4% 94.9% 95.9%
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The overall precision and recall for the detection models are across all tooth type classifica-

tion approaches higher than the precision and recall for the tooth determination models which

classify individual tooth x-ray images. The baseline classification models achieve an overall

precision of 98.02%, 92.48%, 92.28%, and 84.03%, while the detection models achieve an

overall precision of 98.6%, 96.2%, 97.1%, 94.4%. Likewise, the baseline classification models

achieve an overall recall of 97.99%, 92.40%, 92.23%, and 83.74%, while the detection mod-

els achieve an overall recall of 98.20%, 96.2%, 96.0%, 94.9%. The decreasing trend with the

increasing complexity of the classification approach persists, but the decrease is much lower.

The main factor behind this phenomenon is the end-to-end nature of the detection architec-

ture. While the model classifies a proposed region, it can use a wider view of the tooth and its

neighborhood to determine its type. As demonstrated in Section 6.4.1, the classification model

exploits the visible surrounding structures around a tooth to determine its type, as shown by the

high performance of the samples where the tooth is missing. In contrast to the classification

models which cannot access additional neighborhood information as it simply is not available

in the single tooth x-ray images, the detection models not only define the proposed region of in-

terest they classify, they have access to the entire panoramic dental x-ray image. Other research

in literature [142] shows that including information about the neighborhood even in the form

of heuristics can heavily influence the performance. Another effect of this model behavior is

the success of detecting and determining the tooth type of altered teeth. There is, therefore, no

significant change in performance between samples with and without alterations, excluding the

samples of missing teeth, as those teeth cannot be found by the detection model.

The most significant studies tackling a similar problem have already been discussed in Sec-

tion 6.4.1 and Section 6.4.2. Oktay [140] reports a precision of 92.47% for incisors and canines,

91.74% for premolars, and 94.32% for molars, which is significantly lower than the precision

achieved by the proposed model for the 4-class approach, which achieves an overall precision

of 98.6%. Chen et al. [142] detect teeth in periapical dental x-ray images and determine the

tooth type using the 32-class approach. Before the heuristic correction, they achieve an overall

precision of 79.7%, and with the correction, they achieve an overall precision of 91.7% and an

mAP of "approximately 80%". Laishram et al [144] bases its model on the Faster R-CNN ar-

chitecture to detect teeth in panoramic dental x-ray images. Their model differentiates between

the four basic tooth types and achieves an mAP of 91.40%. Kim et al. [171], too, use Faster

R-CNN to detect teeth, but it also uses the Inception v3 architecture as the feature extractor.

The model determines the tooth type with a 3-class approach, with no differentiation between

premolars and molars. They report an mAP of 96.7% for tooth detection, a precision of 75.5%,

and a recall of 84.2%. The model proposed in this thesis achieves an overall precision of 94.4%

and an mAP of 95.9% while not relying on heuristic post-processing, thereby outperforming all

current methods in the literature.
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Chapter 7

Conclusion

Forensic odontology studies dental remains intending to identify a person and their demographic

information. Age estimation and sex assessment are the two fundamental tasks of a forensic

examination, as demographic information is key in identifying a person. Dental remains are

particularly suitable for forensic examination due to their extraordinary stability and durability

in the face of external force, fire, biological decomposition, and other external factors. In the

early stages, destructive methods were used for estimation, but with the introduction of radio-

graphic imaging destructive methods fell out of favor. Still, the most widely recognized and

reliable methods in forensic odontology require meticulous manual measurements by highly

trained experts. Those methods require precise measurements and a substantial time to analyze,

which, combined with their repetitiveness and dependence on reference charts and even atlases,

makes them prone to human error. With the rise and success of deep learning-based methods,

the field of computer vision improved dramatically and extended its reach as wide as medical

image analysis. Given the success in other medical fields, deep learning-based computer vision

methods are a natural fit for forensic odontology.

This thesis focuses on the estimation of age, assessment of sex, and determination of tooth

type from dental x-ray images, as well as the segmentation of regions affected by artificial and

natural dental alterations from adult dental x-ray images using deep learning-based methods.

Two convolutional neural network architectures are proposed. One uses state-of-the-art con-

volutional neural network architectures for image analysis as the feature extractor combined

with the attention mechanism, and one is wholly built around the Weighted Bi-directional Fea-

ture Pyramid Network module. A combination of grid and random search is used to determine

the best model architecture and corresponding hyperparameters. Multiple models are made for

panoramic and individual dental x-ray images, processing a wider domain of the problem space.

The model search space is exhaustively explored, and the models for each task are extensively

and rigorously evaluated on one of the most extensive datasets in literature, including samples

with external alterations. The performance and results are assiduously analyzed, which includes
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Conclusion

the impact dental alterations have on the correctness and stability of the developed models.

The performance analysis of all developed deep learning-based approaches proposed in this

thesis suggests that they perform as well or better than currently used methods while simulta-

neously being fully automated, reproducible, and multiple orders of magnitude faster than the

manual approaches. Analysis of panoramic dental x-ray images consistently, across all tasks,

yields more accurate results compared to their single-tooth image counterparts. Age estimation

models work well across the board, with the models estimating age as a probability distribu-

tion excelling in accuracy and giving insightful indicators about the result confidence. The

occlusion-based interpretability analysis of age estimation models suggests that both teeth and

the surrounding skeletal structure contain independent informative age indicators, which can

be used separately or in conjunction to obtain a more precise estimation. Estimations from

individual tooth x-ray images are, on average, negatively impacted by alterations, with some

exceptions for common alterations in older samples. Similarly, the results of sex assessment

deep learning-based models suggest an improvement in accuracy compared to current methods

in the literature. The gradient-based interpretability analysis suggests that mandibular indicators

contribute most to the assessment of panoramic dental x-ray images. For individual teeth, the

analysis suggests that most female indicators are concentrated in the crown of the tooth. In con-

trast, male indicators are spread between the crown and the root of the mandibular teeth. Tooth

alterations have, across the board, a negative impact on assessment accuracy. The proposed

segmentation models perform well, with the results suggesting that models for segmentation

of individual teeth outperform current models in literature for both panoramic and individual

tooth x-ray images. Except for tooth decay, no other studies currently tackle the automated

segmentation of dental alterations. While the proposed models show some weakness for the

segmentation of tooth decay, the results suggest a satisfactory success for all other alterations.

Removing the surrounding skeletal tissue from individual tooth x-ray images improves the re-

sults across the board. Tooth detection is also successful, matching the performance of other

studies with a smaller model, with less learnable parameters and requiring less compute. Re-

sults for simultaneous tooth type determination and detection suggest that the models proposed

in this study outperform the models in current literature in both detection and tooth type de-

termination across all four tooth type classification systems. Equally, results from standalone

tooth type determination of individual tooth x-ray images suggest better performance than cur-

rent automated approaches across all classification systems. Independent from the tooth type

classification system, the most common errors were between teeth in the same 4-class group,

i.e., misclassifications would happen between two different molars or two different incisors,

but very rarely between canines and molars, or incisors and premolars. As with all previously

proposed models, tooth type determination performance is negatively affected by the presence

of tooth alterations.
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Conclusion

The results of this thesis affirm that forensic odontology tasks can be successfully automated

with deep learning-based image analysis methods. Those methods can match and even outper-

form current forensic odontology approaches in relevant performance metrics while broadening

which tooth samples are usable by including ones with dental alterations. The proposed ap-

proaches may help in practical applications and in gaining further insight into the impact of

dental alterations on forensic analysis procedures and the effects of age and the expression of

sex in adult teeth. Ultimately, the deep learning-based approaches proposed in this thesis may

be used to improve the accuracy, reliability, and speed of forensic estimation of age, sex, and

tooth type from adult dental x-ray images.
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“Accuracy of Cameriere, Haavikko, and Willems radiographic methods on age estima-

tion on Bosnian–Herzegovian children age groups 6–13”, International journal of legal

medicine, Vol. 125, No. 2, 2011, str. 315–321, publisher: Springer.
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u Zagrebu, na Fakultetu elektrotehnike i računarstva i elektrotehnike, gdje je diplomirao 2017.
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