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ABSTRACT

A microgrid is a cluster of distributed generation sources, storage devices and loads that operate
together. Ideally, they improve reliability and quality of the power supply and the power system.
Microgrids are expected to signi�cantly reduce power transmission losses and enable integration
of a large share of renewable energy sources.�is doctoral dissertation primarily develops control
algorithms for residential grid-connected DC microgrids with renewable energy sources to improve
stability and optimize techno-economic microgrid operation. To that aim, the dissertation addresses
several important aspects: (i) modeling of all systems included in the microgrid; (ii) prediction
of day-ahead production and consumption in a microgrid by means of machine learning and
arti�cial intelligence, which is especially challenging due to strong correlation of predicted variables
with atmospheric conditions; (iii) power �ow management based on convex optimization and the
model predictive control scheme with receding horizon principle, which is developed in a stochastic
framework to account for production and consumption prediction uncertainty; and (iv) DC link
(bus) voltage control with power �ow reference tracking, whereas optimal power references are
generated by the power �ow management control loop. Control (decision) variables in the system
under consideration are charge and discharge pro�les for local energy storage devices, that serve
as an energy bu�er which improves system stability and enables joining a decentralized electricity
market. In the simplest scenario, a microgrid would buy electricity during low electricity price
intervals and sell during high price intervals, which reduces microgrid operating costs. However,
the decision of when to buy and sell energy to the utility grid and in which amount, i.e., when to
charge and discharge storage devices, is a complex function of the predicted microgrid load, power
production, current storage device state of charge, and of the predicted electricity price provided by
the electricity market. Together, this is the central subject of the conducted research. Note that all
concepts developed in this dissertation can also be applied to AC microgrids.

�e residential DC microgrid under consideration was constructed at the Laboratory for Rene-
wable Energy Systems (LARES) at the University of Zagreb Faculty of Electrical Engineering and
Computing (UNIZG-FER), Croatia.�e developed concepts are veri�ed by experiments in LARES
based on real meteorological and electricity price data, i.e., they are tested in a real operating
environment. Predictions of relevantmeteorological variables, which are used as inputs to predict day-
ahead production and consumption in the microgrid, are provided by the Croatian Meteorological
and Hydrological Service (DHMZ).

key words : dc microgrid, smart grid, renewable energy systems, distributed storage, photovoltaic
system, machine learning, arti�cial intelligence, load prediction, battery state of charge estimation,
Kalman �lter, ultracapacitor, fuel cell, power �owmanagement, convex optimization, linear program,
model predictive control, stochastic control framework, voltage stability

vii



SAŽETAK

Mikromreža je skup distribuiranih sustava za proizvodnju i pohranu energije i lokalnih potrošača koji
djeluju zajedno s ciljem povećanja pouzdanosti energetskog sustava i kvalitete opskrbe energijom.
Očekuje se da će mikromreže znatno smanjiti gubitke u prijenosu električne energije, te kroz
distribuiranu pohranu omogućiti integraciju veće količine obnovljivih izvora energije. S obzirom na
to da je većina sustava za proizvodnju i pohranu električne energije u mikromrežama, kao i većina
današnjih potrošača u kućanstvima i zgradama, izvedena u istosmjernoj tehnologiji, prirodan odabir
tehnologije izvedbe energetske sabirnice koja povezuje komponente mikromreže bio bi istosmjerna
tehnologija. Tako bi se iz upotrebe mogli izbaciti ispravljači u gotovo svim kućanskim uređajima.
Istraživanja su pokazala da bi izbacivanje AC-DC pretvorbe u kućanstvima na globalnoj razini
dovelo do povećanja energetske učinkovitosti od čak 5–15%.
Brzim razvojem tehnologije sustava obnovljivih izvora energije oni postaju sve konkurentniji

tradicionalnim sustavima za proizvodnju električne energije temeljenim na fosilnim i nuklearnim
gorivima. Slijedom toga, državna poticajna sredstva za energiju proizvedenu iz obnovljivih izvora
uskoro će se u potpunosti ukinuti, što je već slučaj u zemljama s visokim udjelom proizvodnje
iz obnovljivih izvora. Tada će do posebnog izražaja doći mikromreže koje će, zbog mogućnosti
lokalne pohrane energije, moći odlučiti kada i koliko energije razmijeniti s elektroenergetskom
mrežom na temelju brojnih tehničkih i ekonomskih kriterija i ograničenja. Također je bitno istaknuti
i potrebu za regulacijom energetskog sustava na strani potražnje, budući da se u proizvodnoj
strukturi energetskog sustava s velikom količinom obnovljivih izvora energije sve više smanjuje
udio i regulacijski kapacitet elektrana na fosilna goriva. Upravljive mikromreže postaju važnim
elementom za funkcionalnost upravljanja potražnjom putem dinamičkih cijena energije, te isto
tako za funkcionalnost odgovora potražnje. Tome u prilog ide i činjenica da će prema Direktivi
(EU) 2018/844 sve nove zgrade od 2020. godine u zemljama članicama Europske unije trebati biti
tzv. zero-net-energy zgrade. Zamisao je da svaka nova zgrada proizvodi električnu energiju za
lokalnu upotrebu, uglavnom temeljeno na fotonaponskim sustavima, a eventualni manjak ili višak
razmjenjuje s elektroenergetskommrežom. Prije nego mikromreže uđu u široku upotrebu, potrebno
je riješiti brojne tehničke, ekonomske i regulatorne izazove. U ovom doktorskom radu predložena
su rješenja za neke od tehničkih izazova s ciljem šire primjene istosmjernih mikromreža.
Mikromreže se uglavnom temelje na obnovljivim izvorima energije, sustavima za pohranu

energije koji omogućavaju vremenski pomak između proizvodnje i potrošnje energije, te na učinskim
pretvaračima koji predstavljaju upravljačke točke u mikromreži i koji pravilnim radom osiguravaju
stabilnost sustava i kvalitetu isporučene električne energije. Za optimalan rad mikromreže, modeli
svih sustava obuhvaćenih mikromrežom moraju biti poznati. Ovdje se prvenstveno misli na modele
za estimaciju stanja napunjenosti i upravljanje spremnicima energije, te za predikciju dostupnosti
izvora energije i potrošnje u mikromreži. S obzirom na to da su izvori energije najčešće temeljeni na
obnovljivim izvorima energije čija je proizvodnja nestalna zbog snažne ovisnosti o atmosferskim
prilikama, u ovom doktorskom radu poseban je naglasak stavljen na predikciju proizvodnje energije
iz fotonaponskog sustava s opisom nesigurnosti, za što su korištene tehnike strojnog učenja.
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SAŽETAK ix

Upravljanje razinom napona na energetskoj sabirnici mikromreže veoma je važno sa stajališta
pouzdanosti i kvalitete opskrbe električnom energijom. Većina istraživačkih radova u literaturi koji
se bave temom upravljanja razinom napona u mikromreži odnose se na izmjenične mikromreže.
Upravljanje u istosmjernoj mikromreži jednostavnije je utoliko što nema potrebe za sinkronizacijom
i upravljanjem tokovima jalove snage. Upravljački algoritmi razinom napona mogu se podijeliti na
(i) decentralizirane, u kojima svi sustavi mikromreže (podjednako) sudjeluju u regulaciji napona
na sabirnici, te (ii) centralizirane, u kojima jedan sustav preuzima zadatak regulacije napona, dok
ostali sustavi imaju slobodu u smislu tokova snage u okviru svojih ograničenja. U ovom doktorskom
radu razmatra se centralizirani pristup regulacije napona, kako bi se na sustave koji ne sudjeluju u
regulaciji napona mogli primijeniti unaprijed izračunati pro�li tokova snage dobiveni iz nadređenog
kruga upravljanja, koji osiguravaju optimalan tehno-ekonomski rad mikromreže.
Procedura proračuna optimalnih tokova snage u mikromreži u uvjetima nesigurnosti veoma

je važna u scenariju s decentraliziranim tržištem električne energije, odnosno pri dinamičkim
promjenama cijene razmjene električne energije s elektroenergetskom mrežom. Za optimalan rad
mikromreže, procedura u obzir treba uzimati brojne tehničke i ekonomske kriterije i ograničenja,
npr. učinkovitost punjenja i pražnjenja spremnika energije kao i utjecaj na životni vijek spremnika,
pro�l kretanja cijene električne energije itd. Također je važno uzeti u obzir i uvjete u kojima
mikromreža radi, npr. stanje napunjenosti spremnika, predikcija dostupnosti izvora energije i
potrošnje umikromreži itd. Pitanje kako ugraditi postavne veličine tokova snage na razini upravljivih
komponenatamikromreže te u isto vrijeme osigurati stabilnost napona sabirnice i kvalitetnu opskrbu
energijom, predstavlja poseban izazov u upravljanju mikromrežom.
Doktorski rad podijeljen je u 6 poglavlja organiziranih u 3 dijela: (i) dio "General considerations"

(Uvodna razmatranja) sadrži 2 poglavlja: "Introduction" (Uvod) i "Laboratory setup" (Laboratorijski
postav); (ii) dio "System identi�cation" (Identi�kacija sustava) sadrži 2 poglavlja: "Photovoltaic
system" (Fotonaponski sustav) i "Load prediction" (Predikcija potrošnje); (iii) dio "Optimal control"
(Optimalno upravljanje) sadrži 2 poglavlja: "Power �ow management" (Upravljanje tokovima snage)
i "Power �ow reference tracking" (Slijeđenje postavnih vrijednosti snaga).
U Dijelu I. "General considerations" predstavljene su opće informacije o mikromrežama te je

postavljena hipoteza istraživačkog problema. U Poglavlju 1. "Introduction" dani su motivacija za
provedeno istraživanje i kratki pregled trenutnog stanja područja istraživanja u literaturi, postavljen je
istraživački problem, te su predstavljeni glavni istraživački doprinosi doktorskog rada. U Poglavlju 2.
"Laboratory setup" opisan je laboratorijski postav istosmjerne mikromreže u Laboratoriju za sustave
obnovljivih izvora energije (LARES) na Sveučilištu u Zagrebu Fakultetu elektrotehnike i računarstva
(FER). Uz opis mikromreže, predstavljeni su i fotonaponska elektrana te meteorološka stanica u
LARES-u, koji su također korišteni za razvoj i provjeru metoda razvijenih u doktorskom radu.
U Dijelu II. "System identi�cation" razvijeni su modeli svih sustava obuhvaćenih mikromrežom,

koji su korišteni za razvoj i parametriranje sustava optimalnog upravljanja. U Poglavlju 3. "Photo-
voltaic system" razvijen je nadomjesni električni model fotonaponskog sustava s novim numeričkim
algoritmima za bržu identi�kaciju parametara modela, te je razvijen inovativni koncept predikcije
proizvodnje električne energije za jedan dan unaprijed s vremenskom rezolucijom od jednog sata,
zajedno s opisom nesigurnosti predikcije proizvodnje. Glavni ulazi u predikcijski model proizvodnje
su predikcije relevantnih meteoroloških varijabli, tj. komponenata Sunčevog ozračenja i temperature
zraka, koje su dobivene od strane Državnog hidrometeorološkog zavoda (DHMZ), Hrvatska. U
Poglavlju 4. "Load prediction" razvijen je predikcijski model potrošnje zgrade, te je provedena
statistička analiza značaja odabranih ulaznih varijabli za predikciju potrošnje. Za opis nesigurnosti
predikcije potrošnje primijenjena je tzv. Unscented transformacija, koja je proširena tako da osim
nesigurnosti ulaznih varijabli uzme u obzir i nesigurnost koju unosi sami predikcijski model.
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UDijelu III. "Optimal control" razvijene su dvije razine upravljanja istosmjernommikromrežom
uuvjetima nesigurnosti temeljene na konveksnoj optimizaciji i modelskomprediktivnomupravljanju
s pomičnim horizontom. U Poglavlju 5. "Power �ow management" razvijen je sustav optimalnog
upravljanja tokovima snage u mikromreži s vremenskom rezolucijom od jednog sata. Izlazi sustava
upravljanja su pro�li punjenja i pražnjenja lokalnih spremnika energije i razmjene energije s elektro-
energetskom mrežom koji omogućavaju optimalan rad mikromreže u tehničkom i ekonomskom
smislu poštujući zadana ograničenja sustava, dobiveni na temelju (i) trenutnog stanja napunjenosti
spremnika energije, (ii) predikcije proizvodnje i potrošnje u mikromreži, te (iii) predikcije cijene
električne energije dobivene od strane (decentraliziranog) tržišta električne energije. Kako bi se
uzela u obzir i nesigurnost predikcije proizvodnje i potrošnje električne energije, sustav upravljanja
je razvijen u uvjetima nesigurnosti. U Poglavlju 6. "Power �ow reference tracking" razvijen je sustav
upravljanja razinom napona istosmjerne sabirnice mikromreže temeljen na centraliziranoj strukturi
upravljanja, koji uzima u obzir optimalne pro�le punjenja i pražnjenja spremnika energije dobivenih
od nadređene razine upravljanja. Cilj ove razine upravljanja je da napon istosmjerne sabirnice bude
čim stabilniji uz slijeđenje optimalnih pro�la punjenja i pražnjenja na satnoj razini, te uz čim blaži
pro�l razmjene električne energije s elektroenergetskom mrežom.

ključne riječi : istosmjerna mikromreža, napredna energetska mreža, distribuirana pohrana,
fotonaponski sustav, obnovljivi izvori energije, strojno učenje, umjetna inteligencija, predviđanje
proizvodnje i potrošnje, estimacija stanja napunjenosti baterije, Kalmanov �ltar, superkondenzator,
gorivni članak, upravljanje tokovima snage, konveksna optimizacija, linearni program, modelsko
prediktivno upravljanje, upravljanje u uvjetima nesigurnosti, stabilnost napona
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Chapter 1

Introduction

�is chapter presents the motivation and hypothesis of the research presented in the doctoral
dissertation.�e next evolutionary step of the electric grid, called a smart grid, is introduced �rst,
followed by the microgrid concept. �e latter is a basic building block of the smart grid and the
central subject of the conducted research.�is chapter concludes with a brief discussion of original
scienti�c contributions, followed by an outline of the dissertation.

1.1 Smart grid

�e electric grid is a vast physical and human network connecting thousands of electrical generators
to billions of consumers. Today’s electric gridwas conceivedmore than 130 years ago1 when electricity
needs were simple. Power generation was centralized and built near communities mainly to reduce
electricity transmission losses, while most households had only modest energy demands such as
powering few lamps. From nearly the start of the industrial revolution, the engine of Western
civilization has run on fossil fuels [1], and the fuel supply has not changed much since. Power
generation today is mainly based on large (centralized) power plants which use fossil and nuclear
fuels. �ese are limited in total supply and produce a lot of waste, e.g., nuclear waste remains
radioactive and is hazardous to health for thousands of years. In order to cope with these problems,
the world today is turning to alternative (distributed) power sources [2, 3] such as renewable energy
sources [4] like wind turbines and photovoltaic systems. Integrating renewable energy sources into
the existing electric grid poses a challenge however, due to intermittent power production from
strong dependence on atmospheric conditions [5].�is requires signi�cant operating reserves to
help with the power system regulation, which is expensive.
A fundamental postulate in the electric grid is that power production and consumption must

be matched at all times [6]. Otherwise, voltage and frequency deviate which results in poor power
quality, including blackouts, power cuts, and brownouts. Electricity demand patterns are mostly
in�uenced by domestic heating and air-conditioning which lead to peaks in the daily electricity
demand. Peak demands are met by specialized power plants which have relatively low utilization
and are most commonly based on gas turbines due to their low capital cost and fast start-up times.
However, overall operation costs of peak power plants are high relative to traditional coal and nuclear
based power plants. Ultimately, these costs are passed on to consumers in the form of increased
tari�s, i.e., electricity prices. With the advent of renewable energy sources, the problem of matching
power production and consumption in the electric grid becomes even more prominent. Power
production from renewable energy sources is intermittent due to strong dependence on atmospheric

1�e �rst AC power system in Croatia and one of the �rst in the world was the hydroelectric power plant Jaruga on the
Skradinski Buk falls of Krka river, produced and installed by the Hungarian company Ganz Works. �e Jaruga plant
supplied around 340 streetlights and some electri�ed houses 12 km away in the city Šibenik, making it the �rst city in the
world with streetlights powered by a polyphase AC system.�is system began in operation on August 28, 1895, only a few
days a�er the �rst hydroelectric power plant in the world, the Adams Plant on the Niagara Falls which was designed by
Nikola Tesla and built by George Westinghouse.

2
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conditions, and must be compensated [7–9] in order not to a�ect stability of the electric grid.�is
can be achieved either by adding more peak generators or by integrating distributed energy storage
systems [10] which bu�er power production and consumption. To that respect, most countries have
signi�cantly reduced incentives for renewable energy sources [11], which have already reached a
mature level. Some countries created incentives for integrating distributed energy storage with the
electric grid.�is enables consumers to passively participate in the electricity market by providing
peak-shaving services, i.e., by charging energy storage devices at night when electricity demand
is low and consuming stored electricity locally during peak demands. In that respect, batteries in
fast-emerging plug-in electric and hybrid vehicles are expected to play a signi�cant role. However,
due to the centralized and highly regulated nature of electricity markets [12, 13], consumers still do
not directly in�uence electricity prices.
Most countries in the world today employ a �xed tari� system with higher electricity prices

during the daytime, i.e., during electricity peak demands that need to be covered by peak generators.
In order to enable active participation of consumers2, the electricity market should be decentralized,
thus allowing everyone to buy and sell electricity via energy transactions and blockchain technology.
�is is now possible thanks to rapid development of information and communication technology
(ICT), which is one of the main enablers to transition from a centralized, unidirectional, and sti�
electric grid in which only (privileged) few participate, to a decentralized, bidirectional, �exible, and
robust electric grid open to all.�e latter is o�en termed the smart grid, owing to the addition of ICT
and other technologies that make the electric grid behave smarter.�is is the next evolutionary step
of the traditional electric grid that will change the way we use and think of energy. An illustration of
the described transition from the electric grid to the smart grid is shown in Fig. 1.1.
One of the �rst de�nitions of the smart grid was provided by the USA’s Energy Independence

and Security Act of 2007 (Pub.L. 110-140 [14]), Title XIII – Smart Grid, Sec. 1301. Statement of Policy
on Modernization of Electricity Grid, as follows: "It is the policy of the United States to support the
modernization of the Nation’s electricity transmission and distribution system to maintain a reliable
and secure electricity infrastructure that can meet future demand growth and to achieve each of
the following, which together characterize a Smart Grid: (1) Increased use of digital information
and controls technology to improve reliability, security, and e�ciency of the electric grid; (2)
Dynamic optimization of grid operations and resources, with full cyber-security; (3) Deployment and
integration of distributed resources and generation, including renewable resources; (4) Development
and incorporation of demand response, demand-side resources, and energy-e�ciency resources; (5)
Deployment of "smart" technologies (real-time, automated, interactive technologies that optimize the
physical operation of appliances and consumer devices) for metering, communications concerning
grid operations and status, and distribution automation; (6) Integration of "smart" appliances
and consumer devices; (7) Deployment and integration of advanced electricity storage and peak-
shaving technologies, including plug-in electric and hybrid electric vehicles, and thermal-storage air
conditioning; (8) Provision to consumers of timely information and control options; (9)Development
of standards for communication and interoperability of appliances and equipment connected to
the electric grid, including the infrastructure serving the grid; (10) Identi�cation and lowering
of unreasonable or unnecessary barriers to adoption of smart grid technologies, practices, and
services."�is de�nition proves that governments are aware of problems and challenges that face
the electric grid, and it is now up to governments, scientists and engineers to make the smart
grid possible [15–27]. �e current implementation of the electric grid simply cannot cope with
requirements imposed by the modern world.

2 In this context some authors use the term prosumer, which denotes electricity users that not only consume but also
produce energy and participate in the electricity market.
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Figure 1.1: Transition from traditional electric grid (on the le�) to smart grid (on the right). [4]

1.2 Microgrid concept

A microgrid is a cluster of distributed generation sources, storage devices and loads that operate
together. Ideally, they improve reliability and quality of the power supply and the power system
[28–32]. An example of a residentialmicrogrid with renewable energy sources and distributed storage
is shown in Fig. 1.2. Power converters represent controllable points in the microgrid that ensure
quality and stability of the local power supply and enable connecting di�erent systems to a common
power link. With respect to the power link design technology there are DC and AC microgrids.�e
most important di�erence between them is that the frequency must be controlled in addition to the
bus voltage level in AC microgrids. A number of recent research studies [33–36] indicate that DC
microgrids might be a better choice than AC microgrids, as most loads and distributed generation
sources and storage devices naturally operate with DC technology. By avoiding unnecessary DC
to AC conversions, the power system e�ciency on a global scale could be improved by 5–15% [33].
Studies have also shown that 380-Vdc is 28% more e�cient than 208-Vac and 7% more than 415-Vac
equivalents. It requires less space and ismore reliable, which is whymany data centers already use DC
power architectures [34]. In this dissertation, a 48-Vdc residential microgrid is considered. It consists
of a wind turbine emulator and photovoltaic array, batteries, fuel cells with electrolyzer, ultracapacitor,
and controllable load. �e microgrid is connected to the utility grid via a bidirectional DC/AC
converter.�e 48-Vdc power link standard is selected over 380-Vdc for safety and compatibility with
microgrids installed in o�-grid telecommunication stations.



1.2. MICROGRID CONCEPT 5

Disparate microgrid time constants call for hierarchical microgrid control approach [38–40],
where lower-level controllers receive commands from higher-level controllers. (i) In the lowest
level in the hierarchy of microgrid controllers exist controllers for power converters. �ese are
implemented in the converters themselves and can track voltage or current set points imposed by a
higher-level controller. Power converter control loop time constants are in the millisecond range,
unless additional technical constraints preserve the corresponding system. For example, fuel-cell
systems have strict requirements for current ripple and rate of change, which signi�cantly retards
transient responses. Such control is not considered in the dissertation, i.e., it is assumed that power
converters have built-in controllers implemented by the manufacturer. (ii) In the highest level the
power �ow management algorithm decides how to drive controllable systems in the microgrid,
i.e., how to charge and discharge distributed storage devices and exchange electricity with the
utility grid. However, a decision of when to buy and sell energy to the utility grid and in which
amount, i.e., when to charge and discharge storage devices, is a complex function of the predicted
microgrid load, power production (mainly by renewable energy sources), current storage device
state of charge, and of the predicted electricity price provided by the (decentralized) electricity
market. Sample time at this control level is determined by the time resolution of power production
and consumption predictions, usually in the range of minutes or hours. (iii) In the middle level
an algorithm manages microgrid bus stability by issuing voltage and current set points to power
converters, while accommodating power references received from the power �ow management
algorithm.�e main task of this control level is to locally mitigate fast stochastic changes in power
production and consumption predictions. Such would otherwise propagate to the electric grid, thus
polluting the grid with high-frequency harmonics. Sample time at this control level is determined
by the microgrid capacity and power rating of microgrid systems, usually in the range of seconds.
In this dissertation, the middle and highmicrogrid control levels are considered [41–44] together

with models of all components needed for their proper design [45–49]. Research includes power
production and consumption prediction [50–52]. For the sake of brevity, the battery state of charge
estimation algorithm is not discussed but is presented in [53]. Special emphasis is applied to
employing information about prediction uncertainty, i.e., the control algorithm is developed in a
stochastic framework for optimal microgrid techno-economic operation in real-world environments.

Figure 1.2: Example of a residential microgrid with renewable energy sources, distributed energy storage, and
smart metering. (Image courtesy of MCKIBILLO [37])
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1.3 Original scienti�c contributions

Data �ow diagram of the proposed hierarchical microgrid control structure is shown in Fig. 1.3.
Predictions of relevant meteorological variables are provided by DHMZ every 6 h with 4-h delay for
the next 72-h period with 1-h resolution. Power production and consumption in the microgrid are
predicted every hour for the next 24-h period with 1-h resolution, based on predicted meteorological
variables and local power measurements. Power �ow management is done every hour based on (i)
current storage device state of charge, (ii) predictions of power production and consumption in the
microgrid, and (iii) predicted electricity price provided by the (decentralized) electricity market.
Outputs of the power �ow management are charge and discharge pro�les for the battery and energy
exchange plan with the utility grid to achieve optimal techno-economic microgrid operation. Power
�ow references are adapted on a much faster time scale, i.e., every 10 s, to account for fast stochastic
disturbances in power production and consumption predictions. Microgrid voltage is controlled by
the ultracapacitor in the centralized voltage control con�guration. Power �ow reference tracking
algorithm makes sure that the ultracapacitor state of charge is always at half of its usable capacity to
be ready to compensate voltage sag and swell. A real-time industrial controller is an interface to
the microgrid, i.e., to power converters which represent controllable points in the microgrid.�e
controller performs low-level tasks such as data acquisition and �ltering, power metering, state of
charge (SoC) estimation, maximum power point tracking (MPPT) of the photovoltaic array etc.

PV BAT UG UC L

Power
meter

MPPT

Estimate
SoC

Power to
current

Power
meter

Power to
current

Estimate
SoC

Constant
48V ref.

Power
meter

POWER FLOW REFERENCE TRACKING
Adapts optimal power references

POWER FLOW MANAGEMENT
Computes optimal power references in 1-h time base

Electricity price and electric grid availability data
24 h in advance with 1-h time resolution

PREDICTION
Production

PREDICTION
Consumption

Predictions of relevant meteorological variables
72 h in advance with 1-h time resolution, refreshed every 6 h with 4-h delay

48 Vdc

Real time

10 s

1 h

6 h

Figure 1.3: Data �ow diagram of the proposed hierarchical microgrid control structure (PV is photovoltaic
array, BAT is battery, UG is utility grid, UC is ultracapacitor, L is microgrid load, ◻ and ∎ symbols in power
converters represent microgrid-side current and voltage controllers, and◂ is PV-side voltage controller).
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Original scienti�c contributions presented here are summarized as "modeling and optimal
control of a residential grid-connected DC microgrid with renewable energy sources." A brief
elaboration of the contribution follows in the sequel.

⋊ Modeling and identi�cation ofDCmicrogrid components, aiming to coordinate control and optimize
techno-economic microgrid operation.

�is contribution models predictions of (i) power produced by the photovoltaic system based on
predictions of relevant meteorological variables, and (ii) power consumption in themicrogrid. Power
production and consumption predictions are performed hourly for one day in advance with one-hour
time resolution. An important aspect of power pro�le prediction is uncertainty characterization, as
predicted variables strongly depend on atmospheric conditions and other stochastic phenomena.
Power predictions are used by the microgrid control algorithm to improve stability and optimize
techno-economic microgrid operation.

⋊ Stochastic predictive control of the voltage level on the DC microgrid power link to adhere to
technical constraints of microgrid components.

�is contribution is a control algorithm for the DC link voltage level based on the centralized voltage
control con�guration, i.e., one microgrid system (ultracapacitor in particular) controls the DC link
voltage, while other systems can generate any power within their operation constraints. It should be
noted that the system in charge of the DC link voltage control must both sink and source current in
order to compensate sudden voltage swell or sag, respectively.�e algorithm is tuned to keep the
ultracapacitor at half of its usable state of charge, whereas any deviation from that state is penalized
in the algorithm, but not strictly forbidden. Consequently, the ultracapacitor will compensate all
short-term stochastic disturbances that act on themicrogrid, which smooths out the energy exchange
pro�le with the battery and the electric grid.

⋊ Method for calculating optimal power �ow in a microgrid which also adheres to uncertainty in state
and parameter estimation of microgrid energy storage devices.

�is contribution is an algorithm for power �ow management in the microgrid with one-hour time
resolution.�e algorithm outputs charge and discharge pro�les for microgrid storage devices. It
optimizes techno-economic microgrid operation within de�ned system constraints based on current
and future (predicted) microgrid operating conditions.�e model predictive control scheme with
receding horizon principle is employed for closed-loop microgrid control.�e control algorithm is
developed in a stochastic framework to account for power prediction uncertainty.

⋊ Method for tracking computed power �ow references on themicrogrid component level with suitable
adjustment of lower microgrid control levels.

�is contribution is an algorithm for power �ow reference tracking which adjusts the hour-based
power references that achieve optimal microgrid techno-economic operation obtained by the power
�ow management algorithm. Operating conditions in the microgrid in terms of (volatile) power
production and consumption can signi�cantly deviate from hour-based averages used by the power
�ow management algorithm. Accordingly, adjustments are needed on a much faster time scale,
i.e., every 10 seconds in the proposed solution. �e power �ow reference tracking algorithm is
developed for support of the DC link voltage control algorithm by ensuring that the ultracapacitor
state of charge does not deviate signi�cantly from half of its usable state of charge, making it ready to
compensate both voltage sag and swell.�e model predictive control scheme with receding horizon
principle is employed for closed-loop power �ow reference tracking.



1.4. OUTLINE OF THE DISSERTATION 8

1.4 Outline of the dissertation

�e doctoral dissertation consists of 6 chapters organized in 3 parts: (i) part "General considerations"
consists of 2 chapters: Chapter 1. "Introduction" and Chapter 2. "Laboratory setup"; (ii) part "System
identi�cation" consists of 2 chapters: Chapter 3. "Photovoltaic system" and Chapter 4. "Load
prediction"; (iii) part "Optimal control" consists of 2 chapters: Chapter 5. "Power �ow management"
and Chapter 6. "Power �ow reference tracking".

⋊ CHAPTER 2. In this chapter a grid-connected DC microgrid constructed at the Laboratory for
Renewable Energy Systems (LARES) at the University of Zagreb Faculty of Electrical Engineering
and Computing (UNIZG-FER) is described, with technical details of all systems included in the
microgrid. Besides the DC microgrid, a photovoltaic plant and meteorological station in LARES are
described, which were also used to develop and verify methods presented in the dissertation.

⋊ CHAPTER 3. In this chapter an equivalent electrical model of a photovoltaic system is developed,
together with novel numerical algorithms for faster model identi�cation from the datasheet parame-
ters only. A model to calculate solar irradiance incident with a tilted surface oriented at an arbitrary
position is described. An innovative concept to predict power production from the photovoltaic
system for one day in advance with one-hour time resolution is developed and veri�ed. A special
emphasis is put on the power prediction uncertainty characterization, needed for the microgrid
optimal control in a stochastic framework.�e main inputs to the prediction model are predictions
of relevant meteorological variables, i.e., solar irradiance components and air temperature, which
are provided by the Croatian Meteorological and Hydrological Service (DHMZ).

⋊ CHAPTER 4. In this chapter a load prediction model for one day in advance with one-hour time
resolution is developed.�e prediction model was trained and veri�ed on historical consumption
data for UNIZG-FER building and historical meteorological data provided by DHMZ. Statistical
analysis based on partialmutual informationwas performed to select only themost relevant inputs for
the prediction.�e Unscented transformation was used for prediction uncertainty characterization,
and its extension from the original form is proposed to also include the predictionmodel uncertainty.

⋊ CHAPTER 5. In this chapter a power �ow management in the microgrid with one-hour time resolu-
tion is developed.�e outputs of the power �ow management algorithm are charge and discharge
pro�les for microgrid storage devices that achieve optimal techno-economic microgrid operation
within de�ned system constraints. �e optimal pro�les are obtained by solving an optimization
problem based on a linear program that includes (i) di�erent storage device charge and discharge
e�ciency and their current state of charge, (ii) predictions of power production and consumption
in the microgrid, and (iii) predicted electricity price pro�le which is de�ned by the (decentralized)
electricity market.�e model predictive control scheme with receding horizon principle is employed
for closed-loop control.�e control algorithm is developed in a stochastic framework in order to
address the production and consumption prediction uncertainty.

⋊ CHAPTER 6. In this chapter a DC link voltage control algorithm based on the centralized structure
is developed, i.e., one microgrid system controls the DC link voltage (ultracapacitor in particular),
while other systems can generate any power within their operation constraints. A special emphasis
is put on tracking the storage device charge and discharge pro�les received from the power �ow
management algorithm, which optimize microgrid techno-economic operation.�e power �ow
reference tracking algorithm is developed for support of the DC link voltage control algorithm and
is based on a linear program with 10-s sample time. It ensures that the ultracapacitor state of charge
does not deviate signi�cantly from half of its usable state of charge.



Chapter 2

Laboratory setup

�e Laboratory for Renewable Energy Systems (LARES) is formed within University of Zagreb
Faculty of Electrical Engineering and Computing (UNIZG-FER).�is chapter gives description of
the 48-V residential DC microgrid, photovoltaic plant and meteorological station in LARES, which
were used for experimental veri�cation of the proposed control concept.

2.1 DC microgrid

�e DC microgrid formed in LARES operates at 48 V, and consists of: (i) distributed generation
sources: photovoltaic array and wind turbine emulator; and (ii) distributed energy storage systems:
valve-regulated lead-acid (VRLA) batteries stack, fuel-cells stack with electrolyzer, and ultracapacitor.
�e microgrid is connected to the utility grid via bidirectional power converter and is equipped
with external capacitor bank for improved voltage stability and performance. Single-pole schematic
diagram of the DC microgrid formed in LARES is shown in Fig. 2.1.

§ PHOTOVOLTAIC ARRAY

�e photovoltaic array consists of eight poly-Si PV panels (Solvis SV-48-190) arranged in two parallel
branches, facing south and placed at �xed tilt angle to horizontal surface. Performance of the PV
array under standard test conditions is as follows: (i) open-circuit voltage is 119.2 V, (ii) short-circuit
current is 16.7 A, and (iii) maximum output power is 1520 W.�e PV array is connected to the DC
link via custom-made 1.5-kW unidirectional DC/DC buck converter, which is controlled to track
voltage reference either on PV side or onmicrogrid side.�e communication with external industrial
controller is via 0–10 V analog signals for measurements, 0–20 mA analog signal for reference, and
0–24 V digital signal for control mode selection. �e maximum power point tracking (MPPT)
algorithm is not implemented in the converter itself, but in the external industrial controller that
issues appropriate PV-side voltage reference based on PV array voltage and current measurements.

§ WIND TURBINE EMULATOR

�e wind turbine emulator is based on a mechanically coupled motor-generator system, in which
motor emulates wind and generator operates as a wind turbine generator.�e generator is connected
to the DC link via two power converters: (i) 5-kW unidirectional AC/DC converter by Danfoss,
and (ii) custom-made 2-kW unidirectional DC/DC buck converter. Unlike the power converter
for PV array, the DC/DC power converter for wind turbine is not controllable, i.e., it transfers all
available energy from the generator to the microgrid by keeping the high-voltage side at constant
600 V.�e wind turbine emulator system was originally designed for experimental veri�cation of
the fault-tolerant control of a wind turbine subject to generator electromechanical faults. It should
be noted that components of the wind turbine emulator are not shown in the single-pole schematic
diagram of the microgrid, for more details see [21].

9
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Figure 2.1: Single-pole schematic diagram of the 48-V DC microgrid formed in LARES.

§ BATTERIES STACK

�e batteries stack consists of four VRLA gel batteries (FirstPower LFP12200G) connected in series
with the following stack parameters: (i) open-circuit voltage is 48 V, and (ii) C10 capacity is 200 Ah.
�e batteries stack is connected to the DC link via custom-made 3.5-kW bidirectional DC/DC
buck-boost converter, which is controlled in one of two modes: (i) battery-side current reference
tracking mode, or (ii) microgrid-side voltage reference tracking mode.�e communication with
external industrial controller is via 0–10 V analog signals for measurements, 0–20 mA analog signal
for reference, and 0–24 V digital signal for control mode selection.�e power converter provides
both microgrid- and battery-side voltage and current measurements and is equipped with a custom-
made so�-start mechanism. Battery current is also measured via two unidirectional Hall probes
with 0–10 V output, while voltage of each battery in the stack is normalized to 0–10 V range via
external custom-made device, both connected directly to the industrial controller.

§ ULTRACAPACITOR

�e ultracapacitor consists of one block (Alfatec LSUM 086R4C 0093F EA) with the following
parameters: (i) capacity of 93.7 F, and (ii) maximum voltage of 86.4 V.�e ultracapacitor is connected
to the microgrid via custom-made 3.5-kW bidirectional DC/DC buck-boost converter, which is
controlled in one of two modes: (i) ultracapacitor-side current reference tracking mode, or (ii)
microgrid-side voltage reference tracking mode. Maximum energy stored in the ultracapacitor
is 97.15 Wh, which means that the ultracapacitor can provide full power for no longer than 100 s.
Considering maximum energy stored in the battery, ultracapacitor is not used for power �ow
management, but to smooth-out battery and utility grid power pro�les.�e communication with
external industrial controller is via 0–10 V analog signals for measurements, 0–20 mA analog signal
for reference, and 0–24 V digital signal for control mode selection.�e power converter is equipped
with a custom-made so� start mechanism.
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§ FUEL-CELLS STACKWITH ELECTROLYZER

�e fuel-cells stack consists of 32 proton exchange membrane (PEM) fuel cells connected in series,
with 1.2-kW electrolyzer for on-site hydrogen production and with two metal-hydride tanks with
overall storage capacity of 1800 L for hydrogen storage.�e basic parameters of the fuel-cells stack
are as follows: (i) maximum voltage is 30 V, (ii) maximum current is 30 A, and (iii) maximum power
is 500 W.�e fuel-cells stack is connected to the microgrid via custom-made 500-W unidirectional
DC/DC boost converter which operates in fuel-cell-side current reference tracking mode.�e power
converter is speci�cally designed to have low current ripple in order to prolong fuel-cell lifetime.�e
communication with external industrial controller is via 0–10 V analog signals for measurements
and 0–20 mA analog signal for reference.�e electrolyzer is connected to the microgrid via custom-
made 2.0-kW single-phase unidirectional DC/AC converter which is not controllable by an external
controller, i.e., it generates 230 V, 50 Hz at the output from the 48-V input.�e electrolyzer current is
measured at the microgrid side via unidirectional Hall probe with 0–10 V output connected directly
to the industrial controller. For more details on the fuel-cell system in LARES see [26].

§ UTILITY GRID

�e microgrid is connected to the electrical grid via custom-made 5-kW bidirectional three-phase
AC/DC power converter, which is controlled in one of two modes: (i) microgrid-side current
reference trackingmode, or (ii) microgrid-side voltage reference trackingmode.�e communication
with external industrial controller is via Modbus protocol over half-duplex RS-485, which is used to
set control mode, voltage and current references, and to get all measurements from the converter.

§ LOAD AND SOURCE

�e microgrid has two connection points for external loads and sources up to 5 kW per connection
point. Each connection point has a dedicated unidirectional Hall probe to measure current, with
0–10 V output directly connected to the industrial controller.

§ POWER CONVERTERS

Power converters are critical components in a microgrid that enable di�erent systems to connect to
a common power link. Most of the power converters in the considered microgrid are custom-made
by EL-UR d.o.o. and Mareton d.o.o. with respect to an extensive list of requirements. All power
converters are also equipped with contactors and automatic circuit breakers on both input and
output sides. Since most contactors are made for AC systems, they are selected with signi�cant
current margin. For example, if three-pole contactors are used on the DC side, all three poles are
shorted and connected to positive wire only. On the contrary, automatic circuit breakers are always
connected to both positive and negative wires.

§ INDUSTRIAL CONTROLLER

Microgrid control is implemented on a real-time industrial controller (NI cRIO-9022) with an on-
board FPGA chip and a number of modules for digital and analog communication with microgrid
systems such as power converters, contactors, temperature probes etc. All analog input signals
are sampled at 10 kHz sample rate and �ltered on the FPGA. Real time controller downloads
measurements from the FPGA and saves them in a database at regular time intervals, and also
performs high-level decisions like control mode and references for individual power converters.
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2.2 Photovoltaic power plant

Photovoltaic power plant consists of six PV arrays with ��een poly-Si PV panels (Solvis SV-60-235)
connected in series within each array, facing south and placed at �xed tilt angle to horizontal surface.
It should be noted that the six PV arrays are not connected to the microgrid in any way. Performance
of a single PV array under standard test conditions is as follows: (i) open-circuit voltage is 558.0 V,
(ii) short-circuit current is 8.4 A, and (iii) maximum output power is 3525W.�ree PV arrays named
A–C are connected to the grid via dedicated 3.3-kW single-phase solar inverter (ABB PVS300),
whereas each inverter is connected to a di�erent phase for better power balance.�ese inverters
operate autonomously in the maximum power point tracking (MPPT) mode. Other three PV
arrays named D–F are connected to the grid via dedicated 3.5-kW custom-made three-phase solar
inverter.�ese inverters are controlled to track voltage reference on PV side, i.e., MPPT algorithm
is implemented on the external industrial controller. All six solar inverters communicate to the
industrial controller via Modbus protocol over half-duplex RS-485.

�ree-phase multimeters (ABB DMTME-I-485) are placed at the output of each solar inverter,
whereas PV arrays A–C share one multimeter as they are connected to the grid as single-phase
systems, while PV arrays D–F have their own three-phase multimeters.�e multimeters commu-
nicate to the industrial controller via Modbus protocol over half-duplex RS-485. Each PV array is
also equipped with two PT100 temperature probes, which are mounted on the back of PV panels
that are on opposite ends of the PV array by using a special thermal-conductive glue. Temperature
probes are connected directly to the industrial controller.�e industrial controller samples power
production and temperature data for all PV arrays at 1 Hz sample rate.

2.3 Meteorological station

Meteorological station within LARES consists of air temperature, humidity and pressure sensors,
wind speed and direction sensors, and a number of solar irradiance sensors (pyranometers and
pyrheliometers) by Kipp&Zonnen. All sensors communicate to the industrial controller via 4–20mA
analog signals and are sampled at 1 Hz sample rate.�e meteorological station is installed on the
roo�op of the UNIZG-FER skyscraper (45○48′ N, 15○58′ E), approximately 60 m above the ground
surface, and the top-�oor ground surface type is pebble.
Each PV array, including the PV array connected to the microgrid, has its dedicated solar

irradiance sensor (�rst class CMP6 pyranometer) which is placed in the middle of the PV array,
and its sensing surface is placed in the same plane as the PV array active surface. �ree main
solar irradiance components (direct normal, di�use horizontal and global horizontal) are measured
by solar irradiance sensors (�rst class CHP1 pyrheliometer and two secondary standard CMP11
pyranometers) mounted on a dual-axis sun tracker (Solys2) with closed-loop sun tracking and
shading balls for di�use solar irradiance. For these solar irradiance components it is essential
to track the Sun position with high accuracy. An additional solar irradiance sensor (secondary
standard CMP11 pyranometer) is placed 0.5 m above the ground surface, facing ground surface to
measure ground-re�ected solar irradiance component. �is data, together with PV array power
production and temperature data, enable research on how di�erent atmospheric conditions a�ect
PV array output. According to the manufacturer’s recommendations, all mentioned solar irradiance
sensors are calibrated every two years in a certi�ed laboratory for highest possible measurements
accuracy. Figure 2.2 shows exemplary systems within the microgrid, photovoltaic power plant, and
meteorological station in LARES.
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Figure 2.2: Equipment in LARES. From le� to right, top to bottom: (i) PV arrays placed at �xed tilt angle
to horizontal surface, (ii) Solys2 sun tracker with CHP1 pyrheliometer, two CMP11 pyranometers, and
shading balls for di�use solar irradiance, (iii) three-phase multimeters placed at solar inverter output, (iv)
electrical cabinet with microgrid industrial controller and its peripheral, (v) pyranometer to measure solar
irradiance incidentwith the PV array active surface, and (vi) electrical cabinet withmicrogrid power converters,
contactors, automatic circuit breakers etc.



Part II

System identi�cation



Chapter 3

Photovoltaic system

3.1 Introduction

Supply and demand in the electric power system must always be matched, otherwise voltage and
frequency deviations occur [54]. From the power system control point of view, renewable energy
systems, such as wind and solar (photovoltaic) systems, behave as disturbances since their power
production is intermittent due to strong dependence on atmospheric conditions [55, 56]. �e
intermittent power production e�ect is addressed today by employing a large amount of generation
reserve to balance between power production and consumption, operation of which is very expensive
[57]. In order to be allowed to participate in electricity markets, owners of all (renewable) power
plants will have to deliver a short-term power production plan [58,59], which will reduce the need for
engagement of a costly power generation reserve, and thus reduce the overall operating costs of the
system. For a local microgrid [60] accurate prediction of power production, together with prediction
of power consumption [52], enables optimal operation of storage units [41, 61, 62] and maximization
of gain from investments in both local renewables and energy e�ciency measures [43]. Information
on power production and consumption prediction uncertainty can also be exploited for optimal
microgrid operation in real-world conditions [42, 63]. Monitoring [64, 65] and diagnostics [66] of
a PV system can also bene�t from the operational power production prediction as a continuous
mismatch of predicted and actual power production beyond the prediction 99% con�dence interval
should in principle be characterized as a malfunction of the PV system, e.g., due to permanent
shading, dirt on the active surface or contacts corrosion. For the reasonsmentionedmany researchers
recently focus on PV system power production prediction [67–75].

Research presented in this chapter is published in the following papers:
M. Gulin, T. Pavlović, and M. Vašak, "A one-day-ahead photovoltaic array power production prediction with combined
static and dynamic on-line correction," Solar Energy, vol. 142, pp. 49–60, 2017.
M. Gulin, T. Pavlović, and M. Vašak, "Photovoltaic panel and array static models for power production prediction:
Integration of manufacturers’ and on-line data," Renewable Energy, vol. 97, pp. 399–413, 2016.
M. Gulin, M. Vašak, and N. Perić, "Dynamical optimal positioning of a photovoltaic panel in all weather conditions,"

Applied Energy, vol. 108, pp. 429–438, 2013.
M. Gulin, M. Vašak, and J. Matuško, "Predictor-Corrector Method for Weather Forecast Improvement using Local
Measurements," in Proceedings of the 18th International Conference on Electrical Drives and Power Electronics, EDPE 2015,
pp. 167–172, Tatranská Lomnica,�e High Tatras, Slovakia, 2015.
M. Gulin, M. Vašak, and T. Pavlović, "Model Identi�cation of a Photovoltaic System for a DCMicrogrid Simulation," in

Proceedings of the 16th International Power Electronics and Motion Control Conference and Exposition, PEMC 2014, pp.
501–506, Antalya, Turkey, 2014.
M. Gulin, M. Vašak, andM. Baotić, "Estimation of the global solar irradiance on tilted surfaces," in Proceedings of the 17th

International Conference on Electrical Drives and Power Electronics, EDPE 2013, pp. 334–339, Dubrovnik, Croatia, 2013.
M. Vašak, M. Gulin, J. Čeović, D. Nikolić, T. Pavlović, and N. Perić, "Meteorological and weather forecast data-based
prediction of electrical power delivery of a photovoltaic panel in a stochastic framework," in 2011 Proceedings of the 34th
International Convention on Information and Communication Technology, Electronics and Microelectronics, MIPRO 2011,
pp. 93–98, Opatija, Croatia, 2011.
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§ METHODOLOGY

Adata-�owdiagramof a dynamicmodel for PV array power production prediction along a prediction
horizon is shown in Fig. 3.1.�e dynamic power productionmodel of the PV array consists of [46,76]
(i) the static power production model, and (ii) the dynamic thermal model. Since solar irradiance
predictions are only available for direct, di�use, and global solar irradiance components [77], a
model to calculate global solar irradiance incident on a tilted surface [48, 78–81] is also considered
as a part of the prediction model. Except for the three solar irradiance components and the tilted
surface orientation, solar zenith and azimuth angles are also used as inputs to the tilted surfacemodel,
which are calculated by the solar position algorithm [82]. Inputs to the static power production
model of the PV array are incident solar irradiance (i.e., the output of the tilted surface model) and
the PV array temperature (i.e., the output of the dynamic thermal model).
Since PV power production is strongly dependent on atmospheric conditions, the most critical

inputs to the prediction model are predictions of meteorological variables, such as solar irradiance
components and the air temperature [45].�rough a straightforward application of the meteoro-
logical variables prediction sequence, the PV array power production prediction is refreshed with
the frequency of new predictions generation by the meteorological service, which is usually less
frequent than the discrete time step of the prediction sequence [51]. In the considered case study, a
refreshed prediction sequence of meteorological variables is available every 6 h for the 72-h time
period with a time step of 1 h, whereas the prediction sequence becomes available with a nearly
4-h lag. It should be noted that predictions of the PV array power production are usually very
uncertain [83], mainly due to the uncertainty of input meteorological variables predictions [84], but
also due to the prediction model itself [45].
In this chapter the following model and method are developed and veri�ed: (i) static model

of a PV array power production, which is a fundamental part of dynamic model for its power
production prediction, and (ii) predictor-corrector method to improve quality of the PV array
power production prediction along a prediction horizon, i.e., to eliminate prediction bias and reduce
uncertainty. Performance veri�cation and uncertainty assessment of the static power production
model are performed on data obtained by experiments with a single PV panel and with a PV array,
during 4-month and 2-year time periods, respectively, conducted in LARES. In the sequel, the static
power production model will be for the sake of brevity termed as the power production model.�e
power production model of the PV panel is also veri�ed on data obtained by experiments with
arti�cial sun, conducted at the PV panel manufacturer’s research facility. Correctors in the proposed
predictor-corrector method are realized as neural networks which are trained, validated and tested
on a real PV plant through experiments performed in LARES during the 2-year time period, whereas
historical predictions of relevant meteorological variables are provided by DHMZ.

π

ϕ

w

Solar position
algorithm

Tilted surface
model

Static power
prod. model

Dynamic
thermal model

Dynamic power
production model

T

P

Figure 3.1: Data-�ow diagram of dynamic model for PV array power production prediction (w is predicted
weather data series, φ are tilted surface tilt and azimuth angles, and π are geographical and time data).
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§ POWER PRODUCTIONMODELS

To develop a power production model of a PV array, �rst the power production model of a single PV
panel is developed based on manufacturers’ data only.�e two most popular models of a PV panel
reported in literature are single- and double-diode equivalent electrical models [85, 86]. Although
the double-diode model tends to be more accurate than the single-diode model, for most practical
applications the single-diode model is accurate enough and is therefore used here. Many authors
discuss ways to identify unknown parameters of the single-diode model based on manufacturers’
data only [87–92]. In this chapter a brute-force search method combined with fast numerical
algorithms is proposed to solve an implicit equation that stems from the single-diode model.�e
power productionmodel of a single PV panel is generated as a lookup table by a numerical procedure,
using the identi�ed single-diode model and the developed fast numerical algorithms. It is veri�ed
on the static current-voltage characteristics of the PV panel, with the incident solar irradiance and
the PV panel temperature measurements, obtained by experiments in LARES during the 4-month
time period.�e power production model is also veri�ed on data obtained by experiments with
arti�cial sun, although it must be noted that these experiments were limited to a constant PV panel
temperature corresponding to the standard temperature test condition.
Prior to the PV array power production model, a short review of the tilted surface model [80] is

given, whereas the Hay’s anisotropic model [81] is used to calculate the di�use solar irradiance on a
tilted surface.�e PV array power production model is developed as an extension to the PV panel
power production model, and it is veri�ed on the 2-year data set, alone and when operating together
with the tilted surface model.�ese two cases are for brevity termed as the array model and the joined
model, respectively.�e array model is veri�ed on measurements of the incident solar irradiance,
while the joined model is veri�ed on measurements and predictions of solar irradiance components
(direct, di�use and global) which are used as inputs to the tilted surface model to calculate the
global solar irradiance incident on the PV array’s active surface. Historical predictions of solar
irradiance components are provided by DHMZ, and the PV array temperature measurements are
used for veri�cation of both models. �e �nal goal of this performance veri�cation is to assess
limit performance of the PV array power production model in real-world conditions by using
high-quality solar irradiance measurements and predictions, and to check how the tilted surface
model uncertainty a�ects its performance.

§ PREDICTOR-CORRECTORMETHOD

�e predictor-corrector method proposed in this chapter proceeds in two steps: (i) prediction step
calculates a rough prediction sequence of the PV array power production based on identi�ed power
production model and predictions of meteorological variables, which is performed as soon as new
(refreshed) predictions ofmeteorological variables become available, i.e., in the considered case study
every 6 h for the 72-h time period with a 4-h lag; (ii) correction step re�nes the initial prediction
sequence obtained by the prediction step as soon as new averaged power production measurement
becomes available, i.e., every 1 h for the next 24-h time period. In this way it is possible to refresh
the prediction sequence as soon as new local measurements become available. It should be noted
that only 24-h-ahead corrections of the original 72-h-ahead prediction sequence are considered
here, as near-history realizations are only relevant to correct near-future predictions, i.e., up to 8
h ahead as it will be shown by the performance veri�cation. A data-�ow diagram of the proposed
predictor-corrector method for a correction step performed at the time instant t + 6, where t + 1 is
the starting time instant of meteorological prediction sequence, is shown in Fig. 3.2.
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Figure 3.2: Data-�ow diagram of the proposed predictor-corrector method for a correction step performed
at time instant t + 6 (w is predicted weather data series, φ are tilted surface tilt and azimuth angles, π are
geographical and time data, whereas Pnettot+i , P̄nettot+i , and Pmeast+i are the PV array power production prediction,
corrected prediction, and realization, respectively, at the time instant t + i on the 72-h prediction horizon).

�e identi�ed power production model, used to calculate the PV array power production
based on concurrent predicted weather conditions, is implemented as a lookup table with incident
predicted solar irradiance and the PV array temperature as inputs [45]. Evolution of the PV array
temperature along the prediction horizon is usually modeled by a �rst-order nonlinear di�erential
equation [46, 49, 76, 93, 94]. However, these dynamic thermal models are highly complex and very
di�cult to tune, even in laboratory test conditions. Since the goal is to develop a concept that can be
used practically for any operating conditions and environments, a simple approximation of the PV
array temperature with the air temperature is rather used, whereas the correctors are expected to
�x (learn) the model approximation error. Prior to the predictor-corrector method analysis a limit
performance of such temperature approximation is given.

§ CHAPTER STRUCTURE

�is chapter is organized as follows. In Section 3.2 are described (i-ii) experimental setup with a
single PV panel and a PV array formed in LARES, (iii) timing of the numerical weather prediction
model ALADIN used by DHMZ, and (iv) data preparation procedure. Statistical methods used
to analyze power production models and predictor-corrector method are given in Section 3.3. In
Section 3.4 the PV panel and PV array power production models are developed and veri�ed, and in
Section 3.5 the predictor-corrector method is developed and veri�ed.

3.2 Experimental setup

In this section the following subjects are discussed: (i-ii) experimental setup with a single PV panel
and a PV array formed in LARES shown in Fig. 3.3, (iii) timing of the numerical weather prediction
model ALADIN used by DHMZ, and (iv) data preparation procedure. Experiments with the single
PV panel were conducted from 1 Aug 2015 to 30 Nov 2015 (4-month time period), while experiments
with the PV array were conducted from 1 Nov 2014 to 31 Oct 2016 (2-year time period).
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Figure 3.3: Schematic diagram of the experimental setup with the single PV panel (on the right) and with
the PV array (on the le�) formed in LARES: (1) photovoltaic array with 15 PV panels (Solvis SV60-235)
connected in series with solar irradiance sensor (Kipp&Zonnen CMP6) placed in the same plane as the
PV array active surface; (2) single-phase solar inverter (ABB PVS300) that operates in MPPT mode; (3)
three-phase multimeter (ABB DMTME-I-485) to measure active and reactive power output of the PV array;
(4) DC electronic load (Agilent HP6050A mainframe with HP60504B load module) to load the PV panel; (5)
single PV panel (Solvis SV60-235) with solar irradiance sensor (Kipp&Zonnen CMP6) placed in the same
plane as the PV panel active surface; (6) real-time industrial controller (National Instruments cRIO-9066); (7)
real-time industrial controller (National Instruments cRIO-9076); (8) weather station (Intech Instruments) to
measure air temperature, humidity and pressure, and wind speed and direction; (9) three solar irradiance
sensors (two Kipp&Zonnen CMP11 and one CHP1) tomeasure di�use and global horizontal and direct normal
solar irradiance components, with sun tracker (Kipp&Zonnen Solys2) and sun sensor for active tracking.

3.2.1 Experimental setup with the single PV panel

In experiments with the single PV panel, a poly-Si PV panel (Solvis SV60-235) is considered with
a nominal output power of 235 W at the standard test conditions, which is connected to a DC
electronic load (Agilent HP6050Amainframe with a HP60504B load module) with a nominal power
rating of 600 W.�e PV panel is tilted 30○ from the horizontal and is facing to the south. A First
Class1 pyranometer (Kipp&Zonnen CMP6) is placed in the same plane as the PV panel active surface,
and a single PT100 temperature probe is mounted on the back of the PV panel by using a special
thermal-conductive glue.

�e incident solar irradiance and the PVpanel temperature are recordedwith a 1-s time step using
a real-time embedded industrial controller (NI cRIO-9066).�e DC electronic load is controlled
by another industrial controller (NI cRIO-9076), such that the load voltage is linearly increased
from 0 V to 50 V with a 220-ms time step during a 55-s period (this corresponds to a 200-mV
voltage step), a�er which it is dropped to 0 V for the next 5 s. �is procedure is repeated every
minute during daylight hours. Voltage and current measured at the DC electronic load side are
acquired with a 2-ms sample time, and a low-pass �rst-order digital �lter with a cut-o� frequency
at 25 Hz is applied to remove unwanted high-frequency noise. Measurements of the voltage and
the current at the DC load side are recorded every 220 ms, just before new voltage reference is
issued to the DC electronic load, in order to ensure that measurements are recorded in a steady-state
condition.�e two real-time industrial controllers are time-synchronized in order to be able to pair
the measurements of meteorological and electrical variables.

1 According to the ISO 9060:1990 classi�cation, Secondary Standard pyranometers are of higher quality than First Class.
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3.2.2 Experimental setup with the PV array

In experiments with the PV array, an array that consists of 15 poly-Si PV panels (Solvis SV60-235)
connected in series is considered, with the PV array nominal power rating of 3525 W at the standard
test conditions.�e PV array is connected to the utility grid via single-phase solar inverter (ABB
PVS300-TL-3300W-2), which is constantly working in a maximum power point tracking (MPPT)
mode. A three-phase multimeter (ABB DMTME-I-485) is placed at the solar inverter output to
measure the netto output power of the PV array.�e PV array is tilted 55○ from the horizontal and is
facing to the south. A First Class pyranometer (Kipp&Zonnen CMP6) is mounted in the middle of
the PV array, and its sensing surface is placed in the same plane as the PV array active surface. Two
PT100 temperature probes are mounted on the back of PV panels that are on opposite ends of the PV
array, by using a special thermal-conductive glue, whereas the average temperature between the two
probes is used as the PV array temperature.�e PV array is placed at the top of the UNIZG-FER
skyscraper (45○48′ N, 15○58′ E), whereas the top �oor is 60 m above the ground, and the top-�oor
ground surface type is pebble.�e PV array lowest point is placed approximately 0.5 m and the two
temperature probes are placed approximately 2 m above the top-�oor ground surface.�e wind
speed is measured 5 m above the PV array, i.e., 65 m relative to the ground, with all meteorological
equipment being within few meters of the PV array.

�e incident solar irradiance, the PV array temperature, and the netto output power are recorded
with a 1-s time step using a real-time embedded industrial controller (NI cRIO-9066). Except for
these, measurements of several other relevant meteorological variables are also recorded with a 1-s
time step: (i-ii) di�use and global horizontal solar irradiance components, (iii-iv) wind speed and
direction, and (v-vii) air temperature, pressure, and humidity.�e di�use and global horizontal
solar irradiance components are measured by Secondary Standard pyranometers (Kipp&Zonnen
CMP11), while direct (normal) solar irradiance component ismeasured by a First Class pyrheliometer
(Kipp&ZonnenCHP1), all threemounted on a Solys2 sun tracker with a sun sensor for active tracking.

3.2.3 Numerical weather prediction model ALADIN

Numerical weather prediction model ALADIN2 is run in DHMZ every 6 h for a 72-h time period,
i.e., calculation of new prediction sequence is commenced every day at 00:00, 06:00, 12:00, and
18:00 for the next 72-h time period with a 1-h time resolution, for a spatial grid of 2×2 km. Note
that ALADIN is state-of-the-art weather prediction model for the region of Croatia and is also
simultaneously used in over 20 countries in Europe and northern Africa. ALADIN uses the initial
lateral boundary conditions from the ARPEGE3 and the IFS4 global numerical weather prediction
models [95]. All times of day in this chapter will be in the Coordinated Universal Time (UTC)
standard. Timestamps correspond to the end of an integration period, e.g., a sample with a timestamp
01:00 represents mean value of a variable in period from 00:00 to 01:00.�is notation will be used as
a timestamp standard throughout the chapter.
Due to the complexity of the numerical weather prediction model in terms of computational

e�ort, a prediction sequence of meteorological variables is available with a nearly 4-h lag, e.g., a
prediction sequence commenced at 00:00 will become available at 03:55 (that day), for the period
from 01:00 (that day) to 00:00 (3 days ahead). Timeline illustration of the numerical weather
prediction model ALADIN operation is shown in Fig. 3.4. Predictions adapted for the exact location
of the experimental setup in LARES [96] are available for the following meteorological variables:

2 Aire Limitée Adaptation Dynamique développement InterNational
3 Action de Recherche Petite Echelle Grande Echelle, used by Météo-France
4 Integrated Forecast System, used by the European Centre for Medium-Range Weather Forecast (ECMWF)
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Figure 3.4: Timeline illustration of the numerical weather prediction model ALADIN operation.

(i-ii) di�use and global horizontal solar irradiance components, (iii) direct (normal) solar irradiance
component, (iv-v) wind speed and direction at 10 m and 40 m altitudes, (vi-vii) air temperature
and relative humidity at 2 m above the ground, (viii) air pressure at sea level, and (ix-xii) total, high,
mean, and low cloud covers.

3.2.4 Data preparation procedure

Prior to the veri�cation of the PV panel and PV array power production models and the predictor-
corrector method, data obtained by experiments are �ltered in order to retain only relevant and
high-quality measurement samples.

§ PV PANEL DATA

Data obtained by experiments with the single PV panel are analyzed for each minute, since the
PV panel voltage is increased from 0 V to 50 V during the 55-s period followed by the 5-s resting
period when the voltage is set to 0 V. During this 60-s period, the PV panel static current-voltage
characteristics is recorded with an incremental voltage step of 200 mV. A one-minute sequence,
i.e., the static current-voltage characteristics with the incident solar irradiance and the PV panel
temperature measurements, is �ltered out if one of the following conditions is satis�ed: (i) the mean
of the solar zenith angle is greater than 90○, which implies the nighttime, (ii) the di�erence between
the maximum and the minimum incident solar irradiance in a sequence is greater than 2% of the
sequence mean value, or (iii) the di�erence between the maximum and the minimum PV panel
temperature in a sequence is greater than 1 ○C.�e latter two conditions are used to remove all
one-minute sequences for which the recorded current-voltage characteristics have a distorted shape
due to the rapid change of the incident solar irradiance or the PV panel temperature during the 60-s
period. From one-minute sequences that passed the �ltering procedure, the mean of the incident
solar irradiance and of the PV panel temperature are calculated, as well as the maximum output
power within the one-minute sequence. Figure 3.5 (on the le�) shows combinations of the incident
solar irradiance and the PV panel temperature data samples for veri�cation of the PV panel power
production model, with 22906 samples in total.

§ PV ARRAY DATA

Since ALADIN outputs predictions with 1-h time step, the measured PV array power production
data have to be numerically integrated within one-hour time frame, for every whole hour within
a day. Following the same numerical integration procedure used by meteorological services, the
data are integrated only if there are more than 80% valid samples of a variable of interest within the
integration period. Otherwise, the integrated sample is omitted from the data analysis. Furthermore,
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Figure 3.5: Scatter plots of incident solar irradiance versus PV panel temperature (on the le�) and PV array
temperature (on the right) for veri�cation of power production models.

all one-hour samples for which the solar zenith angle is greater than 90○ are also omitted from the
data analysis, since there is no power production by the PV array during the nighttime. Figure 3.5
(on the right) shows combinations of the incident solar irradiance and the PV array temperature
data samples for veri�cation of the PV array power production model, with 9351 samples in total.

3.3 Performance indicators

In this section all performance indicators used for power production models and predictor-corrector
method performance veri�cation are de�ned. A model error is de�ned as the di�erence between
measured and predicted values, as follows:

es = xmeass − xmdls , (3.1)

where x is a variable of interest, e.g., the PV panel or array output power, and s is an integer denoting
the sample index within the veri�cation data set.�e mean bias error (MBE) and the root mean
square error (RMSE) performance indicators are de�ned as follows:

MBE = 1
N

N∑
s=1

es , RMSE =
¿ÁÁÀ 1

N

N∑
s=1

e2s , (3.2)

where N is the total number of samples in the veri�cation data set. Additionally, a normalized
RMSE performance indicator is also used, de�ned with respect to a nominal or a mean value in the
veri�cation data set, as follows:

RMSEn = RMSExn
⋅ 100, RMSEm = RMSE

xm
⋅ 100, (3.3)

where xn is the nominal value of the variable x, and xm is the mean value within the veri�cation
data set {xmeas1 ,⋯, xmeasN }. Normalized RMSE usually gives better information on the prediction
model quality than MBE or RMSE alone.

�e mean squared error (MSE) performance indicator is o�en used for neural network training,
which is basically squared RMSE, as follows:

MSE = RMSE2 = 1
N

N∑
s=1

e2s . (3.4)
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�e model error probability density function (pdf) gives an insight into the error distribution.
Ideally, the model error pdf can be approximated by a white noise that follows the Gaussian distri-
bution. Figure 3.6 shows the pdf of a stochastic variable x̃ that follows the Gaussian distribution,
x̃ ∼ N (x̄ , σ), where x̄ is the mean (or expected) value, and σ is the (unbiased) standard deviation of
the stochastic variable x̃, de�ned as:

x̄ = 1
N

N∑
s=1

xs , σ =
¿ÁÁÀ 1

N − 1
N∑

s=1
(xs − x̄)2, (3.5)

where xs are observations of the stochastic variable x̃, and N is the number of observations. Prob-
ability that the stochastic variable x̃ will take value in interval x̄ ± σ is equal to 68.27%, and for
interval x̄ ± 3σ is equal to 99.73%. Note that it is a desirable property of the model error to be well
approximated by the white noise, since that implies that all deterministic phenomena that occur
in the system are captured by the model. It should be noted that the standard deviation is a better
performance indicator than RMSE, since RMSE also accounts for the bias which can be easily elimi-
nated, especially considering the fact that correctors are implemented as neural networks. Smaller
standard deviation indicates better prediction since that implies less dispersion of the prediction
error around its mean.

x̄ − σ x̄ + σ

68.27%

x̃

fx(x̃)

Figure 3.6: Probability density function of a stochastic variable x̃ that follows the Gaussian distribution.

3.4 Power production models

In this section power production models of the single PV panel and the PV array are developed
and veri�ed, as follows: (i) PV panel power production model is based on a single-diode equivalent
electrical model and fast numerical algorithms to solve its implicit current-voltage equation, and
is veri�ed on the 4-month experimental data obtained in LARES, as well as on experimental data
obtained with arti�cial sun; (ii) tilted surface model to transform solar irradiance components to
global solar irradiance incident with a tilted surface is brie�y discussed; and (iii) PV array power
production model is obtained as an extension of the PV panel power production model in series
with the tilted surface model, and is veri�ed on the 2-year experimental data obtained in LARES.

3.4.1 Power production model of a single PV panel

In this subsection power production model of a single PV panel is developed and veri�ed. Per-
formance veri�cation of the developed model is performed on experimental data obtained by
experiments (i) conducted in LARES during the 4-month time period, and (ii) with arti�cial sun
at the PV panel constant temperature corresponding to the standard temperature test condition
(25 ○C), conducted at the PV panel manufacturer’s research facility.
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§ SINGLE-DIODE MODEL OF A PV PANEL

Figure 3.7 shows a single-diode equivalent electrical circuit of a PV panel. An implicit equation
of the current-voltage static characteristics fPV(I,V) can be derived from the equivalent electrical
circuit as follows:

I = fPV(I,V) = Iph − I0 [exp(V + I ⋅ Rser
a ⋅ Vt

) − 1]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Id

− V + I ⋅ Rser
Rsh´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Ish

, (3.6)

where I and V are the PV panel terminal current and voltage, Iph and I0 are the PV panel photo-
current and the diode saturation current, Rser and Rsh are the equivalent series and shunt resistances,
Vt = Ns

kT
q is the thermal voltage of the PV panel with Ns cells connected in series (Ns is usually

listed in the PV panel datasheet), q and k are the electron charge5 and the Boltzmann6 constants, T
is the PV panel thermodynamic temperature, and a is the diode ideality factor. In Eq. (3.6) there
are �ve unknowns which are usually not provided in the datasheet: Iph, I0, Rser, Rsh, and a.�ese
parameters can be determined from three characteristic points7 that are usually provided in the
datasheet for standard test conditions8 (STC).

Iph

+

−

VRsh

Rser I

Id Ish

Ideal model

Figure 3.7: Single-diode equivalent electrical circuit of a PV panel.

�e photo-current depends linearly on the incident solar irradiance G, and is also in�uenced by
the PV panel temperature, as follows [87]:

Iph
Iph,STC

= G
GSTC

[1 + KI(T − TSTC)], (3.7)

where Iph,STC is the photo-current at STC, and KI is the current coe�cient provided in the datasheet.
�e diode saturation current can be modeled as [87]:

I0
I0,STC

= [ T
TSTC

]3 exp [ q
ak

(Eg ,STC

TSTC
− Eg

T
)] , (3.8)

where I0,STC is the diode saturation current at STC, and Eg is the semiconductor bandgap energy.
Bandgap energy depends on material, and for silicon it can be modeled as [97]:

Eg

Eg ,STC
= 1 − 0.0002677(T − TSTC), (3.9)

where Eg ,STC is the bandgap energy at STC (1.12 eV for the polycrystalline silicon at 25 ○C [97]).
5 Electron charge constant is q = 1.60217662 ⋅ 10−19 C
6 Boltzmann constant is k = 1.38064852 ⋅ 10−23 J/K
7 Characteristic points usually provided in the PV panel datasheet for standard test conditions are: (i) short-circuit current
(Isc , 0), (ii) open-circuit voltage (0,Voc), and (iii) maximum power point (Impp ,Vmpp).
8 Standard test conditions (STC) usually assume an incident solar irradiance of GSTC = 1000 W/m2 , a PV panel temperature
of TSTC = 25 ○C, and an air mass index of 1.5.
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§ IDENTIFICATION OF THE SINGLE-DIODE MODEL PARAMETERS

�e photo-current at STC can be determined from the short-circuit condition at STC as follows:

Iph,STC ≈ Isc,STC, Iph > Isc, (3.10)

i.e., the photo-current is just slightly greater than the short-circuit current, considering that Rser is
small which results in a mV-range voltages on the diode, and that Rsh is large.

�e diode saturation current at STC can be determined from the open-circuit condition at STC,
assuming that the photo-current is approximately equal to the short-circuit current, as follows:

I0,STC = Iph,STC
exp(Voc,STC

aVt ,STC
) − 1 , (3.11)

where Iph,STC is determined in Eq. (3.10). Note that the equivalent series and shunt resistances are
neglected for determination of Iph,STC and I0,STC since their values are unknown in this step, i.e., it
is assumed that Rser is small and that Rsh is large.

�e three remaining unknown parameters (a, Rser, and Rsh), can be determined in a number of
ways [86, 87]. Here the three parameters are �tted in such a way that the model maximum power
point (MPP) coincides with the one in the datasheet. Since the PV panel is expected to operate at the
MPP most of the time [98], it seems reasonable to �t the model so that it has a good approximation
ability in the vicinity of the MPP for STC.�erefore, unknown parameters are determined so that

fPV(Impp,STC,Vmpp,STC) ⋅ Vmpp,STC´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Pmdl,mpp,STC

≈ Pds,mpp,STC, (3.12)

where Pmdl,mpp,STC and Pds,mpp,STC are maximum powers predicted by the model and the value
from the datasheet for STC, respectively. Although some authors use genetic and evolutionary
algorithms to �nd the best-performing values of the three remaining parameters, here a brute-force
search method combined with fast numerical algorithms to solve the PV panel’s implicit equation is
proposed. Note that there are only two independent variables in the parameters space, since Rsh can
be determined from Eq. (3.12) for any pair (Rser, a) under the condition that Rsh > 0, whereas the
parameters space is uniformly discretized between (0 mΩ, 1) and (1000 mΩ, 2). A contour plot of
the single-diode model absolute power error at the MPP is shown in Fig. 3.8.
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Figure 3.8: Contour plot of the PV panel single-diode model absolute power error at the MPP for STC.�e
model error minimum of 0.054 W is achieved for R⋆ser = 229 mΩ and a⋆ = 1.3, whereas R⋆sh = 642.85 kΩ.
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§ FAST NUMERICAL ALGORITHMS TO SOLVE THE IMPLICIT EQUATION

�e single-diode model of a PV panel has a serious limitation in terms of computational e�ciency,
since its equation is given in an implicit form that has no analytic solution9.�is could signi�cantly
slow down the calculation of the MPP [47]. In order to overcome that, a PV panel power production
model can be implemented as a lookup table with the incident solar irradiance and the PV panel
temperature as inputs, as follows:

Pmpp = P(G , T), Impp = I(G , T), (3.13)

where P(⋅, ⋅) and I(⋅, ⋅) are lookup tables for the PV panel power and the current at the MPP.
Lookup tables are calculated by a numerical procedure for all combinations of (i) the incident

solar irradiance from 0 W/m2 to 1400 W/m2 with a step of 10 W/m2, and of (ii) the PV panel
temperature from −20 ○C to +80 ○C with a step of 5 ○C.�e MPP is determined for each irradiance-
temperature pair (G , T) using the identi�ed single-diode model, such that the Eq. (3.6) is solved for
the current at a �nite number of voltage values ranging from 0 V to 50 V with a step of 0.1 V.�e
lookup tables P(⋅, ⋅) and I(⋅, ⋅) fully de�ne the static power production model of a single PV panel.
Since the single-diode electrical model equation is given in an implicit form, the equation can

be numerically solved either with the voltage or the current as the equation input: (i) if the equation
input is the PV panel voltage V⋆ then the Newton’s gradient-based method is used, and (ii) if the
model input is the PV panel current I⋆ then the bisection method is used. It should be noted that
the bisection method is in general much slower than the Newton’s gradient-based method for cases
where the gradient-based method can be applied.�e equation in (3.6) can be rewritten as:

f ⋆PV(I,V) = I − fPV(I,V) = 0, (3.14)

where either the voltage V or the current I is used as the implicit equation input. Note that the exact
solution of the implicit equation (3.6) is the root of the function f ⋆PV(⋅, ⋅).
If the voltage is used as the equation input, then the criterion function used for numerical

optimization to �nd unknown I⋆ is de�ned as J(I) = f ⋆PV(I,V⋆)2, which is in fact the square of the
solution error in terms of the PV panel current.�e criterion function is equal to zero at the exact
solution (I = I⋆), and it is greater than zero elsewhere (I ≠ I⋆). Newton’s gradient-based method
�nds the solution in an iterative manner as follows:

In+1 = In − J′(In)
J′′(In) , n ≥ 0, (3.15)

where n is the iteration index, I0 is the initial guess of the PV current, while J′(In) and J′′(In) are
the �rst and the second derivative of the criterion function J(⋅) with respect to I, evaluated at In.
Note that if J(⋅) is a quadratic function, then the exact extremum (minimum) is found in a single
step. Also, closer the initial guess I0 is to the exact solution I⋆, fewer steps are required to �nd the
exact solution, whereas in this example it can be safely set to I0 = 0 A. Figure 3.9a shows a typical
shape of the criterion function J(I) with respect to the PV panel current and for the constant PV
panel voltage V⋆ = 29.9 V, which corresponds to the PV panel voltage at the MPP. It can be seen
that the criterion function has a similar shape to that of a quadratic function, which is why Newton’s
gradient-based method �ts well for solving the implicit equation in (3.6) when the equation input is
the PV panel voltage.�is method is tested on a large number of di�erent scenarios, and the error of
the found solution in terms of the PV panel current is in µA-range a�er no more than 2 iterations.

9 Note that analytic solution exists if the equivalent series and shunt resistances, Rser and Rsh , are neglected.
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(a)�e criterion function J(I) = f ⋆PV(I,V⋆)2 with respect to the PV panel current I, and
for the constant PV panel voltage V⋆ = 29.9 V.
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constant PV panel current I⋆ = 7.86 A.

Figure 3.9: Criterion functions used to solve the single-diode model implicit equation.

Figure 3.9b shows a typical shape of the function f ⋆PV(⋅, ⋅) with respect to the PV panel voltage
and for the constant PV panel current I⋆ = 7.86 A, which corresponds to the PV panel current at
the MPP. In this case the bisection method (sometimes referred to as the interval halving method) is
proposed to �nd the exact solution V⋆.�e bisection method is applicable for numerically solving
an equation g(x) = 0 for the real variable x, where g(⋅) is a continuous function de�ned on the
interval [a, b], whereas g(a) and g(b) are of opposite signs. �is holds true for the considered
criterion function f ⋆PV(I⋆,V) under condition that the interval [a, b] is chosen so that the exact
solution V⋆ lies inside that interval. In general, the bisection method requires more iterations to
�nd the exact solution compared to the Newton’s gradient-based method, but due to the shape of
the function f ⋆PV(⋅, ⋅) it is better to use the bisection method in this case.
§ VERIFICATION ON EXPERIMENTSWITH THE ARTIFICIAL SUN

Power production model of the single PV panel in (3.13) is veri�ed on experimental data obtained
by experiments with arti�cial sun, conducted at the PV panel manufacturer’s research facility.
Experiments were carried out for incident solar irradiances from 200 W/m2 to 1200 W/m2 with a
step of 100 W/m2, and at the constant PV panel temperature of 25 ○C. Figure 3.10 shows comparison
between the PV panel power production model output and the maximum power obtained by
experiments on the PV panel of the same type, for di�erent incident solar irradiances. Performance
indicators for the eleven test points are shown in Table 3.1a.�ey indicate that the PV panel power
production model shows a very good performance at the nominal PV panel temperature.
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Figure 3.10: Comparison between the PV panel power production model output and the maximum power
obtained by experiments with arti�cial sun.

§ VERIFICATION ON EXPERIMENTS CONDUCTED IN LARES

Performance veri�cation presented here gives a full insight into the PV panel power production
model overall performance, unlike veri�cation performed on experiments with arti�cial sun which
gave insight into the performance only for the nominal PV panel temperature of 25 ○C.
In the system used for experiments with the single PV panel there are additional resistances that

are not taken into account by the single-diode model, such as resistances of power lines, connections
etc. An equivalent electrical circuit of the system used for experiments with the single PV panel is
shown in Fig. 3.11.�e total additional resistance that accounts for the aforementioned parasitic
resistances can be estimated as:

R+ser = VPV − Vmeas
IPV

, (3.16)

where Vmeas and IPV are voltage and current measured at the DC electronic load side, and VPV is
voltage measured at the PV panel side.�e total additional resistance was estimated to be 440 mΩ
by performing a sequence of current-voltage measurements for the considered system.

�e PV panel netto output power delivered to the load, taking into account R+ser, is de�ned as:

Pnetto = Pmpp − I2mppR+ser, (3.17)

where I2mppR+ser are the ohmic losses on the additional resistance. Note that the netto output power
prediction of a single PV panel is very sensitive to the estimated value of the additional resistance,
especially for large currents Impp.

Table 3.1: Performance indicators for experiments with the single PV panel during the 4-month time period

(a) Experiments with arti�cial sun at 25 ○C

PV panel MBE [W] RMSE [W] σ [W] RMSEn RMSEm
SV60-235 −0.06 2.32 2.43 0.99% 1.42%

(b) Experiments with single PV panel conducted in LARES

R+ser [mΩ] MBE [W] RMSE [W] σ [W] RMSEn RMSEm
440 −7.41 11.83 9.23 5.04% 13.07%

810 0.42 4.70 4.68 2.00% 5.19%
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Figure 3.11: Equivalent electrical circuit of the system used in experiments with the single PV panel, conducted
in LARES (Rconn and Rline are connection and line resistances, respectively).

Figure 3.12a shows performance indicators of the PV panel power production model on ex-
periments conducted in LARES during the 4-month time period, for all values of R+ser from 0 mΩ
to 1400 mΩ with a step of 10 mΩ. It can be seen that the best-performing additional resistance
considering the model RMSE is 810 mΩ, which is almost double of the estimated value. Reasons
for this include resistance �uctuations due to the temperature, measurement noise etc.�e shape
of the estimated model error pdfs, shown in Fig. 3.12b and Fig. 3.12c, indicate that there might be
additional phenomena in the system that are not captured by the PV panel power production model.
Performance indicators of the PV panel power production model for experiments conducted in

LARES, given in Table 3.1b, are comparable to performance indicators obtained by veri�cation on
experiments with arti�cial sun.�is con�rms validity of the PV panel power production model for
a wide range of irradiance-temperature pairs. A small discrepancy between performance indicators
for the two experiments are mainly due to the measurement noise which is present in experiments
conducted in LARES, as well as due to the fact that the single-diode model does not collect all
temperature e�ects on the PV panel power production.

3.4.2 Solar irradiance on a tilted surface

Predictions of solar irradiance components are only available for the direct (normal), and for di�use
and global horizontal solar irradiance components.�e global solar irradiance incident on a tilted
surface comprises of three basic components: (i) the direct Bφ (ii) the sky di�use Dφ, and (iii) the
re�ected solar irradiance component Rφ, as follows:

Gφ = Bφ + Dφ + Rφ , (3.18)

where φ = (β, γ) is the tilted surface orientation, while β and γ are the tilt and azimuth angles.�ere
are many tilted surface models reported in literature [48,78–81], with main di�erence between them
being in the concept of whether or not the di�use irradiance is isotropically distributed over the sky
dome. In this subsection a short review of the used tilted surface model is given, since the tilted
surface model is considered as a part of the PV array power production model.

§ DIRECT (TILTED) SOLAR IRRADIANCE COMPONENT

Calculation of the direct solar irradiance incident on a tilted surface is purely geometrical [80]:

Bφ = Bn ⋅ cos θ , (3.19)

where Bn is the direct (normal) solar irradiance component, and θ is the angle of incidence [80],
i.e., the angle between the sun direction and the normal of a tilted surface (see Fig. 3.13):

cos θ = cos θz cos β + sin θz sin β cos(γs − γ). (3.20)

where θz and γs are the solar zenith and azimuth angles, respectively.
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(a) MBE and RMSE of the PV panel power production model tested for di�erent R+ser .
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(b) Probability density function of the PV panel power production model error for the
estimated additional resistance R̂+ser = 440 mΩ.
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(c) Probability density function of the PV panel power production model error for the
best-performing additional resistance R+⋆ser = 810 mΩ.

Figure 3.12: Performance indicators of the PV panel power production model on experiments conducted in
LARES during the 4-month time period.
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Figure 3.13: Angles of a tilted surface (θ is angle of incidence of a tilted surface, β and γ are tilted surface tilt
and azimuth angles, while θz and γs are solar zenith and azimuth angles) [80].

§ DIFFUSE (TILTED) SOLAR IRRADIANCE COMPONENT

Di�use (tilted) solar irradiance component can be calculated as:

Dφ = Dh ⋅ rd , rd ≥ 0, (3.21)

where Dh is the di�use (horizontal) solar irradiance component, and rd is the di�use irradiance
transposition factor that is de�ned di�erently for each model in literature. Here the Hay’s anisotropic
model [81] is used, which de�nes the di�use irradiance transposition factor as follows:

rd ,Ha = Bn
Gext

cos θ
cos θz

+ (1 − Bn
Gext

) 1 + cos β
2

, (3.22)

where Gext is the extra-atmospheric solar radiation which varies depending on the Earth’s position
relative to the Sun. To simplify the model, one can use an approximation Gext = 1367 W/m2.
§ REFLECTED (TILTED) SOLAR IRRADIANCE COMPONENT

�e classical approach to modeling re�ected solar irradiance assumes that re�ected rays are di�use
and coe�cients of re�ection of direct and di�use rays are identical. �e evaluation of ground
re�ected di�use irradiance is thus dependent on the transposition factor for ground re�ection [78]:

Rφ = ρ ⋅Gh ⋅ rr , rr = 12(1 − cos β), (3.23)

where ρ ⋅Gh is ground re�ected solar irradiance component, ρ ∈ [0, 1] is the foreground’s albedo
which is usually unknown,Gh is global (horizontal) solar irradiance, and rr is the transposition factor
for ground re�ection. Here ρ = 0.2 is used, which is a typical value for urban environments [99].
§ THE TILTED SURFACE MODEL

Instead of using the measured direct (normal) solar irradiance component, prediction of which is
not that common, its estimated value is used instead:

B̂n = Gh − Dh
cos θz

. (3.24)

�e tilted surface model inputs are: (i-ii) di�use and global horizontal solar irradiance components,
(iii) estimated direct solar irradiance component, and (iv-vii) solar and tilted surface angles.
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3.4.3 Power production model of a PV array

In this subsection the netto power production model of a single PV panel is extended to a PV array.
A joined tilted surface and PV array power production model is also discussed. As already explained
in Section 3.1, these two models are denoted as the array model and the joined model. Performance
veri�cation of both models is performed on experimental data obtained by experiments with the PV
array during the 2-year time period, using measurements of solar irradiance components.

§ EXTENSION OF THE POWER PRODUCTIONMODEL OF SINGLE PV PANEL TO PV ARRAY

Photovoltaic array consists of a certain number of PV panels placed in the same plane, electrically
organized in np parallel branches, whereas each branch consists of ns PV panels connected in series.
Equivalent electrical circuit of the system used in experiments with the PV array is shown in Fig. 3.14.
�e netto power production model of a single PV panel given in Eq. (3.17) can be extended to a PV
array, denoted as the array model, as follows:

Pnetto = [(nsnp)Pmpp − (npImpp)2R+ser] ηINV
100%

, (3.25)

where Pnetto is the PV array netto output power, i.e., power at the solar inverter output, R+ser is the
equivalent series resistance that accounts for resistances of power lines and connections, ηINV is
the solar inverter conversion e�ciency, while Pmpp and Impp are the power and the current of a
single PV panel in the PV array at the MPP for the given incident solar irradiance and the PV panel
temperature, as de�ned in Eq. (3.13).

�e solar inverter conversion e�ciency can be estimated as a product of the inverter electrical
e�ciency (usually around 95% for commercially available inverters), and the maximum power
point tracking (MPPT) algorithm e�ciency (usually around 98% in real-world conditions).�e
solar inverter used in the experiments has a conversion e�ciency of 96% at the nominal output
power [100]. It must be noted that the solar inverter conversion e�ciency is not constant as assumed
here, but it depends on the output power and the operating voltage at the DC side. Figure 3.15 shows
a conversion e�ciency curve of the solar inverter used in experiments, obtained with respect to the
standard Overall e�ciency of grid connected photovoltaic inverter (EN 50530). It can be seen that the
solar inverter conversion e�ciency drops signi�cantly for power output below 30% of the inverter
maximum output power, whereas the considered solar inverter nominally operates at 450 V.
Photovoltaic panels in a PV array are usually connected in series to increase the PV array voltage,

in order to keep the PV array current as small as possible due to ohmic losses, i.e., np is usually small
compared to ns.�erefore, the additional resistance R+ser does not a�ect the netto output power as
much as the solar inverter conversion e�ciency. Additional resistance is set to an approximate value
of R+ser = 800 mΩ, which is inside the typical range.

R+ser npImpp
L

PE
N

Solar inverter
PVS300

Multimeter
DMTME-I-485

Pnetto
PV array

15×SV60-235

Figure 3.14: Equivalent electrical circuit of the system used in experiments with the PV array during the 2-year
time period.�e PV array consists of 15 PV panels (Solvis SV60-235) connected in series.
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Figure 3.15: ABBPVS300-TL-3300W-2 solar inverter conversion e�ciency versus operating power, for di�erent
operating voltages at the DC side [100], with respect to EN 50530.�e considered PV array operates at 450 V.

§ VERIFICATION OF THE ARRAYMODEL

To show how the inverter conversion e�ciency a�ects performance of the arraymodel, all e�ciencies
from 80% to 100% with a step of 0.1% were tested on the 2-year experimental data set, and the results
are shown in Fig. 3.16a. It can be seen that the best-performing inverter conversion e�ciency
considering the model RMSE is η⋆INV = 93.2%, which should not be considered as the actual
e�ciency as its value is �tted for experimental data which are subject to disturbances.�e shape
of the estimated model error pdf, shown in Fig. 3.16b, indicates that there might be additional
deterministic phenomena in the system which are not captured by the array model.
Performance indicators of the array model on the 2-year experimental data set are shown in

Table 3.2a. Except for the datasheet and the best-performing conversion e�ciency, performance of
the array model was also tested by using the detailed conversion e�ciency model η(P) shown in
Fig. 3.15, implemented as a lookup table. It can be seen that the performance indicators are somewhat
improved by using the detailed conversion e�ciency model instead of the constant e�ciency from
the datasheet, in terms of the model MBE.�e main reason why performance indicators are not
improved signi�cantly by using the detailed conversion e�ciency model is because the detailed
model di�ers from the constant value found in the datasheet only at low output powers, i.e., at
output powers that are below 30% of the inverter maximum power, which have lower impact on
performance indicators. However, it is unlikely that end-users will have the detailed conversion
e�ciency model at the disposal, and the presented veri�cation shows that it is su�cient to use the
constant conversion e�ciency from the datasheet.

§ VERIFICATION OF THE JOINEDMODEL

Performance veri�cation of the joined tilted surface and PV array power productionmodels, denoted
as the joined model, is presented here.�e reason to join these two models is that solar irradiance
predictions are, if at all, only available for the direct (normal), di�use and global horizontal solar
irradiance components, and to get the prediction of the global solar irradiance incident on a tilted
surface oriented at some arbitrary φ = (β, γ), the tilted surface model has to be employed. For this
analysis the Hay’s anisotropic model de�ned in Eq. (3.22) was used. As for the two submodels’ user-
de�ned parameters, the following were used: (i) solar inverter conversion e�ciency of ηINV = 96%,
(ii) total additional resistance of R+ser = 800 mΩ, and (iii) albedo of ρ = 0.2. Note that the datasheet
e�ciency of the solar inverter was used instead of the best-performing e�ciency η⋆INV, since the
value of η⋆INV cannot be determined without expensive solar irradiance sensors.
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(a) MBE and RMSE of the array model versus the inverter conversion e�ciency.
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(b) Probability density function of the array model error, with the constant inverter conver-
sion e�ciency from the datasheet ηINV = 96%.
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(c) Probability density function of the joined model error with the following parameters:
ηINV = 96%, R+ser = 800 mΩ, and ρ = 0.2.

Figure 3.16: Performance indicators of array and joined models on the 2-year data set.
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Table 3.2: Performance indicators of array and joined models on the 2-year data set

(a)�e array model performance indicators

ηINV MBE [W] RMSE [W] σ [W] RMSEn RMSEm
96% −32.68 72.37 64.57 2.05% 7.38%

η⋆INV −3.12 59.67 59.60 1.69% 6.08%

η(P) −17.92 73.14 70.92 2.08% 7.46%

(b)�e joined model performance indicators

ηINV MBE [W] RMSE [W] σ [W] RMSEn RMSEm
96% 1.10 128.64 128.64 3.65% 13.13%

η(P) 16.79 132.14 131.08 3.75% 13.48%

Performance indicators of the joined model are given in Table 3.2b, and the estimated model
error pdf is shown in Fig. 3.16c. As expected, the two submodels’ errors both a�ect the joined model
performance, since the two submodels operate in series, as shown in Fig. 3.1. �e RMSE of the
joined model is around 3.5% of the PV array nominal output power, and around 13% of the mean
output power on the 2-year experimental data set, which indicates that the joined model is still good
enough to be used as a reliable prediction model.�e detailed inverter conversion e�ciency model
η(P) does not improve performance indicators signi�cantly for the same reasons as in the case of
the PV array power production model, i.e., of the array model, alone.

3.5 Predictor-corrector method

In this section the predictor-corrector method is developed and veri�ed to improve prediction
sequence statistics, i.e., to reduce prediction error mean and standard deviation along the prediction
horizon by using near-history realizations of the predicted variable. Correctors are realized as neural
networks which are trained, validated and tested on the 2-year data set which consists of (i) PV
array power production data obtained by experiments in LARES, and (ii) historical meteorological
variables predictions provided by DHMZ. It should be noted that the proposed method can be
applied for any prediction variable, and not only for the PV array power production prediction [51].

3.5.1 Neural-network structure used for correction models

All correction models are realized as a multilayer perceptron (MLP) neural network with a single
hidden layer in Neural Network Toolbox [101] for MATLAB.�e cost function used for neural
network training is MSE, which is de�ned as the average squared error between the neural network’s
output fMLP(⋅, ⋅) and the target value y over all input-output pairs (xk , yk), xk ∈ X, yk ∈ Y, as follows:

I(X,Y, θ) = 1
N

N∑
k=1

(yk − fMLP(xk , θ))2, (3.26)

where N is the total number of input-output pairs in the training data set, and θ is a vector of
neural network’s parameters. For neural network training well-known gradient-based Levenberg-
Marquardt algorithm [102] is used, whereas the training is repeated 25 times for 10 di�erent numbers
of neurons uniformly distributed from 5 to 50, organized in a single hidden layer.



3.5. PREDICTOR-CORRECTORMETHOD 36

�e 2-year data set is divided into three subsets: (i) training, (ii) validation, and (iii) testing data
subsets. Training and validation data subsets are composed of randomly selected valid samples in
the period from 1 Nov 2014 to 31 Oct 2015 (a 1-year time period) with a ratio of 75:25, whereas the
testing data subset is composed of all valid samples in the period from 1 Nov 2015 to 31 Oct 2016 (a
12-month time period). Note that the neural network parameters are tuned based on the training
data subset only, whereas training stopping criteria are implemented as follows: (i) the maximum
number of iterations is reached (1000 iterations is used), or (ii) the neural network performance on
the validation data subset shows no improvement a�er some prede�ned number of iterations (20
iterations is used), which is also known as the implicit regularization, i.e., the validation data subset
does not participate in neural network’s parameters �tting but is used to stop the training procedure
in order not to overtrain the neural network. A corrector for each correction type is chosen as the
best performing neural network out of 25×10 trained neural networks on the validation data subset.
�e testing data subset does not participate in neural network training in any way, and is thus the
most relevant to check performance of trained neural networks, i.e., correctors.

3.5.2 Static PV array power production model

In this subsection a performance veri�cation of the developed PV array power production model is
given, on the real measurements obtained by experiments in LARES during the 2-year time period,
whereas only the daylight hours are taken into account. Limit performance of the PV array power
production model is also assessed by introducing neural-network-based static correction which sets
a target for the predictor-corrector method developed later in this section.

§ THERMALMODEL APPROXIMATION

A dynamic thermal model of a PV panel [49, 76, 93, 94] is highly complex and very di�cult to tune,
even under laboratory test conditions.�e main reason for this is the thermal interaction between
the PV panel and the environment which is very di�cult to model. Since the �nal goal is to develop
a concept that can be used practically for any operating conditions and environments, instead of
using the dynamic thermal model a simple approximation of the PV array thermal model by the air
temperature along the prediction horizon is used. In this way, the PV array power production model
is no longer dynamic but rather static, which proves to be more e�cient and numerically stable.

§ PERFORMANCE VERIFICATION

�emost important inputs to calculate PV array netto power production are incident solar irradiance
and the PV array temperature.�e following four data sets are considered for performance veri�ca-
tion: (a) measurements of incident solar irradiance and the PV array temperature, (b) measurements
of incident solar irradiance and approximation of the PV array temperature, (c) estimation of inci-
dent solar irradiance and measurements of the PV array temperature, and (d) estimation of incident
solar irradiance and approximation of the PV array temperature. Figure 3.17 shows scatter plots of
the PV array power production model without correction (blue markers) for the considered four
data sets, and numeric values of the performance indicators are given in Table 3.3a. As expected, the
best performance is achieved on the data set (a), since real measurements of incident solar irradiance
and the PV array temperature are used. However, performance indicators calculated on the data set
(d) give more realistic information for practical applications, since incident solar irradiance must be
calculated by the tilted surface model, and the PV array thermal model is approximated by the air
temperature. Scatter plots also reveal that the thermal model approximation causes less dispersion
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Figure 3.17: Scatter plots of the PV array power production model on the considered four data sets (a)–(d),
formed from the testing data subset only, without (blue markers) and with (red markers) static correction.
Incident solar irradiancemeasurements used in (a) and (b), and estimation in (c) and (d); PV array temperature
measurements used in (a) and (c), and approximation in (b) and (d).

Table 3.3: Performance indicators of the PV array power production model on the considered four data sets
(a)–(d), formed from the testing data subset only, without and with static correction

(a) Performance indicators without correction

Data set MBE [W] RMSE [W] σ [W] RMSEn RMSEm
(a) −35.08 78.56 70.31 2.23% 7.72%
(b) −79.74 138.64 113.43 3.93% 13.63%
(c) 5.96 128.60 128.48 3.65% 12.65%
(d) −37.39 156.85 152.35 4.45% 15.43%

(b) Performance indicators with static correction

Data set MBE [W] RMSE [W] σ [W] RMSEn RMSEm
(a) −3.17 59.47 59.39 1.69% 5.85%
(b) −3.88 61.08 60.96 1.73% 6.00%
(c) 8.61 68.90 68.36 1.95% 6.78%
(d) 6.66 65.56 65.23 1.86% 6.45%
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Figure 3.18: Surface plot of the PV panel power production at the MPP.

(i.e., uncertainty) than the tilted surface model. Additionally, the thermal model approximation
shows more expressed dispersion for higher power productions, more speci�cally, the PV array
power production model in general tends to overestimate the power production.�is behavior is
expected since higher power production is related to higher solar irradiance and also to higher PV
array temperatures. Since the actual PV array temperature is usually higher than the air temperature
used for its approximation, and the PV array power production drops with the temperature increase
(see Fig. 3.18), the PV array power production model that uses such thermal model approximation
will overestimate the power production. Note that in practical applications, instead of using actual
measurements, predictions of meteorological variables will have to be used, which will introduce
additional uncertainty in the power production prediction.

§ LIMIT PERFORMANCE ASSESSMENT

Limit performance of the PV array power production model is assessed by introducing a neural-
network-based static corrector [45]. Same variables are used for corrector inputs as to calculate the
PV array power production, whereas the corrector is trained to learn the power production model
error.�e corrector output, i.e., prediction of the PV array power production model error, is added
to the original power production prediction to obtain corrected prediction. A data-�ow diagram of
the PV array power production model with the neural-network-based corrector for the data set (d),
i.e., when the tilted surface model is used together with the PV array thermal model approximation,
is shown in Fig. 3.19. Each of the considered four data sets is divided into training, validation, and
testing data subsets for neural network (i.e., corrector) training, as previously explained, and the
performance veri�cation is done only on the testing subset.
Figure 3.17 shows scatter plots of the PV array power productionmodel, without correction (blue

markers) and with correction (red markers), for the considered four data sets, and numeric values
of the performance indicators are given in Table 3.3b. It can be seen that correctors signi�cantly
reduce the dispersion in the scatter plots, as well as the prediction bias, which is an indicator of a

w ϕ π Tilted surface
model

Static power
prod. model

Corrector

P̄ nettoGϕ

T air

P netto

P̄ err

Figure 3.19: Data-�ow diagram of the PV array power production model with static correction.
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well trained corrector. Performance indicators on the data set (d) show that RMSEm is around 15%
without correction and 7% with static correction. In practical applications, instead of using real
solar irradiance and temperature measurements, correctors will have to be trained on predictions of
meteorological variables. A more detailed analysis is needed to see whether or not it is economically
viable to use solar irradiance measurement equipment, especially in case of smaller PV power plants.
Since in this section actual measurements were used for performance veri�cation, given results
reveal the limit performance of the PV array power production model.

3.5.3 Static and dynamic correction of a prediction sequence

�e most critical inputs for the PV array power production prediction are predictions of meteorolog-
ical variables, such as solar irradiance components and the air temperature, which are main sources
of the output power prediction uncertainty.�e prediction model itself is also a source of the power
prediction uncertainty, as discussed in Section 3.4. In this subsection a predictor-corrector method
for one-day-ahead PV array power production prediction is developed and veri�ed.

§ PREDICTOR-CORRECTORMETHOD

In numerical analysis, a predictor-corrector method is an algorithm that proceeds in two steps: (i)
prediction step �rst calculates a rough approximation of the desired quantity, and then (ii) correction
step re�nes the initial approximation by using othermeans, e.g., known error realizations. Since fresh
predictions of meteorological variables become available every 6 h, the PV array power production
prediction sequence is calculated every 6 h, i.e., the prediction step is performed every 6 h. Note that
near-history realizations of the predicted power production are only relevant to correct near-future
predictions, and for that reason only 24-h-ahead corrections of the original 72-h-ahead prediction
sequence are considered. In this subsection a mathematical description of the corrector model is
given, which corrects the PV array power production prediction sequence as soon as new averaged
power measurement becomes available, i.e., every 1 h.

�e true power prediction error Perr at the time instant t + k on the prediction horizon is

Perrt+k = Pmeast+k − Pnettot+k , 1 ≤ k ≤ 72, (3.27)

where Pmeast+k and Pnettot+k are measurement and prediction of the PV array netto power production, for
the time instant t + k that was done at the time instant t. Note that the �rst usable power production
prediction sample is Pnettot+5 since the prediction sequence becomes available with 4-h lag.
Let us assume that the prediction sequence error can be decomposed into two components: (i)

the one which can be modeled P̄err, and to (ii) the noise P̃err, as follows:

Perrt+k = P̄errt+k + P̃errt+k , ∀t, k. (3.28)

In the correction step, the prediction error along the prediction horizon is calculated as soon as new
local measurements become available, i.e., every 1 h, as follows:

P̄errt+ j+i∣t+ j = fi(It, j,i), 4 ≤ j ≤ 9,
1 ≤ i ≤ 24, (3.29)

where P̄errt+ j+i∣t+ j is the prediction error for the time instant t + j+ i calculated at the time instant t + j
based on the input data set It, j,i , and fi is the neural-network-based corrector for the ith instant
in the future beginning at the instant t + j. Index j denotes time instant on the prediction horizon,
beginning at t, when the correction of the next 24-h prediction sequence {Pnettot+ j+1, P

netto
t+ j+2,⋯, Pnettot+ j+24}

is performed, and it goes from j = 4, i.e., when the prediction sequence becomes available, up to an
hour before new prediction sequence becomes available, i.e., to j = 9 (see timeline in Fig. 3.4).
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�e PV array power production prediction sequence can be corrected as follows:

P̄nettot+ j+i∣t+ j = Pnettot+ j+i + P̄errt+ j+i∣t+ j , (3.30)

where P̄netto is the corrected power production prediction based on the input data set I , and Pnetto is
the original prediction obtained in the prediction step by employing Eq. (3.25) on weather forecast
data, including (i) PV array thermal model approximation, (ii) tilted surface model, and (iii) solar
position algorithm.�e correction step is repeated as soon as new averaged power measurement
becomes available, i.e., every 1 h. In this way it is possible to refresh the prediction sequence as soon
as new local measurements become available by simply using neural networks (i.e., correctors) fi ,
which are trained on historical data. It should be noted that a separate corrector fi is trained for
each i, regardless of t and j. One can additionally consider identifying a separate corrector for each
combination {t, j, i} for even better corrector approximation ability, but in that case a signi�cantly
larger training data set is needed in order not to loose neural-network generalization ability.
As for the input data set I , the following three correction scenarios are considered: (i) static

correction, (ii) dynamic correction, and (iii) combined static and dynamic correction, as follows:

Istatict, j,i ={{T , Tair}t+ j , {β, γ, θz , γs}t+ j+i , {Tair,Gh ,Dh , B̂n}t+ j+i}, (3.31a)

Idynamict, j ={Perrt+ j , P
err
t+ j−1,⋯, Perrt+ j−8}, (3.31b)

Icombinedt, j,i ={Idynamict, j , Istatict, j,i }, (3.31c)

where T and Tair are the PV array and air temperatures, β and γ are the tilted surface tilt and
azimuth angles, θz and γs are solar zenith and azimuth angles, Gh and Dh are predicted global and
di�use horizontal solar irradiance components, B̂n is the estimated direct (normal) solar irradiance
component, and Perr are prediction error realizations de�ned in Eq. (3.27), whereas

Perrt+ j−p = 0, for j − p ≤ 0, where 4 ≤ j ≤ 9,
0 ≤ p ≤ 8. (3.32)

Time instant t corresponds to the instant of weather forecast issuing, time instant t + j is related to
current measurements (present), time instants t + j+ i are related to predictions (future), while time
instants t + j − p are related to measured realizations (past). In the static-correction input data set,
future angles data are completely deterministic, i.e., solar zenith and azimuth angles are calculated
for any time instant by using the solar position algorithm given in [82], while tilted surface tilt
and azimuth angles are de�ned by the user.�e dynamic-correction input data set includes only
measured prediction error realizations (past), while the combined-correction input data set consists
of all variables in dynamic- and static-correction input data sets.
It is expected that the static corrector will learn systematic error of the PV array power production

model, as already indicated in limit performance assessment presented in Fig. 3.17. For instance,
re�ectivity of the PV array front surface changes with the sun position on the sky dome, which is not
taken into account by the PV array power production model developed in Section 3.4.�e static
corrector can capture phenomena that are not initially modeled by the prediction model, as long
as the corrector has relevant input variables at its disposal. For the example of the front surface
re�ectivity, the most relevant input variables are solar zenith and azimuth angles.�e static corrector
input data set consists of (i) all variables needed for the tilted surface model, (ii) air temperature
used for the PV array thermal model approximation, and of (iii) PV array and air temperature
measurements which can be used to capture thermal model approximation error for small values
of i, i.e., for those where the current PV array temperature measurement is still relevant for the
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temperature of the PV array at t + j + i time instant. Except for the systematic error of the PV array
power production model, the static corrector will also learn a systematic error of meteorological
variables predictions.�is is especially important due to the fact that predictions are usually not
done for the exact location of a PV power plant, since the spatial grid resolution of numerical weather
prediction models is usually limited to 2×2 km. Additionally, the static corrector can also capture
some other unpredicted phenomena such as partial shading of the PV array at certain times of day,
time-dependent degradation of the PV array etc.
Dynamic corrector takes advantage of the known power prediction error realizations. In the sim-

plest case, if original prediction sequence obtained by the prediction step constantly underestimates
or overestimates the actual PV array power production along the prediction horizon, the dynamic
corrector can easily capture this phenomena and correct the original prediction sequence. In general,
dynamic correction will be possible only if there is a correlation between power prediction errors
within the prediction sequence and this is usually the case: near-in-time weather forecasts of a certain
variable usually all underestimate or all overestimate realizations of the predicted variable. It is
expected that the dynamic correction intensity will fade away as the prediction step increases relative
to the time instant when dynamic correction was performed, which is the main reason why only
one-day-ahead prediction corrections are considered here.�e static correction will also perform
somewhat better for smaller prediction steps i as it uses information on the PV array temperature
realization at t + j, which can be used to correct the PV array thermal model approximation errors
that are closer on the prediction horizon.

§ PERFORMANCE VERIFICATION

Performance veri�cation is given for the considered three correction scenarios: (i) static, (ii) dynamic,
and (iii) combined corrections. Correctors are trained and validated on data obtained during the
1-year time period, and are tested on data obtained during the following 12-month time period.
Since the testing data subset is not used for correctors training in any way, performance obtained
on this data subset gives the most relevant information for practical applications. To achieve best
results possible, it is suggested that correctors are trained and validated on a data set that spans at
least throughout a one whole year, in order to account for atmospheric processes that are speci�c for
each season of the year, whereas correctors should be trained only on daytime hours.
Standard deviation of the prediction sequence with respect to the prediction step i, for the three

data subsets (training, validation, and testing) and the three correction scenarios (static, dynamic,
and combined), is shown in Fig. 3.20. It can be seen that the initial hypothesis is con�rmed: (i)
in�uence of the static correction is near-constant over the prediction horizon, whereas it shows
somewhat better performance for smaller i since it uses information on the PV array temperature
realization at the time instant t + j; (ii) the dynamic correction has more signi�cant in�uence for
time instants on the prediction horizon that are closer to the time instant when dynamic correction is
performed; and (iii) the combined static and dynamic correction shows the best performance since it
includes the best from both worlds, i.e., static and dynamic corrections. Performance veri�cation on
the testing data subset con�rms that the proposed approach can signi�cantly improve predictions of
the PV array power production, especially for shorter prediction horizons where dynamic correction
is more prominent. Standard deviation of the power production prediction error is reduced up to
50% for near future, i.e., for smaller values of i up to 6–8 h ahead, by using the combined static and
dynamic correction. A�er that period, correctors seem to have a little or no impact at all on the
original prediction sequence, which is expected since near-history realizations are only relevant for
corrections of near-future predictions.
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Figure 3.20: Standard deviation of the prediction sequence error with respect to the prediction step, for the
three data subsets. From top to bottom: (i) training, (ii) validation, and (iii) testing data subset.�e nighttime
hours are excluded from the analysis not to in�uence the performance indicators. Standard deviation pro�le
of the uncorrected prediction sequence error is labeled as Original.

�e interesting thing about standard deviation pro�les shown in Fig. 3.20 is that the static
correction does not work that well on the testing data set as on training and validation data sets.
Moreover, it seems that the static correction has the same impact on the correction quality as the
dynamic correction. One of the possible reasons might be that variables used in the static correction
carry the same information about prediction error as variables used in the dynamic correction. Since
static corrections on training and validation data sets are much better than the static correction on
the testing data set, one may conclude that static correctors captured the noise during the training
procedure, which is useless for the testing data set.�eremay bemany other reasons for this behavior,
and to con�rm these assumptions, a more thorough statistical analysis has to be performed.
Figure 3.21 shows measurements and predictions of (i-iii) global and di�use horizontal and tilted

solar irradiance components, (iv) the air temperature, and (v) the PV array temperature, for the
considered exemplary period that begins on 28 Dec 2015 at 00:00.�e shown prediction sequence of
the incident solar irradiance is calculated by the tilted surface model based on predictions of global
and di�use horizontal solar irradiance components. An example of series of corrections performed
over a single prediction sequence for the considered exemplary period is shown in Fig. 3.22. It can be
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seen that the PV array power production prediction error follows the prediction error of the incident
solar irradiance, which is mainly due to the uncertain predictions of global and di�use horizontal
solar irradiance components. �is simple example con�rms that predictions of meteorological
variables, i.e., of solar irradiance components in particular, are the main sources of the PV array
power production prediction uncertainty. Prediction sequence of the PV array power production
begins on 28 Dec 2015 at 00:00 for the next 72-h time period, whereas correction steps are performed
using the combined corrector on every full hour from 04:00 to 09:00. Note that Measured and
Predicted pro�les in Fig. 3.22 are the same for all 6 subplots, whereas the Predicted pro�le is calculated
by the prediction step performed at 04:00, i.e., when meteorological predictions became available.
On every full hour, the combined corrector re�nes the Predicted pro�le based on prediction error
realizations, whereas measurements available at the time of the correction are marked with symbol ×.
It can be seen that the combined corrector shows no improvement until there are some prediction
error realizations available, which is evident from correction steps performed at 08:00 and 09:00.
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Figure 3.21: Measurements and predictions of relevant meteorological variables for the considered exemplary
period. From top to bottom: (i-ii) global and di�use horizontal solar irradiance components, respectively,
(iii) solar irradiance incident on the PV array active surface, and (iv) air and PV array temperatures.
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Figure 3.22: Example of series of corrections performed over a single prediction sequence for period from
28 Dec 2015 at 00:00 to 29 Dec 2015 at 12:00, whereas correction steps are performed using the combined
corrector on every full hour from 04:00 to 09:00 on 28 Dec 2015.



3.5. PREDICTOR-CORRECTORMETHOD 45

§ FINAL REMARKS AND FUTUREWORK

In order to be able to use the proposed predictor-corrector method in practical applications, end-
users must ensure that the netto power production by the PV power plant is measured and recorded.
�is is usually not an issue, since most of the commercially available solar inverters have built-in
acquisition of the PV array netto power production.�e PV array and air temperaturemeasurements
are optional considering investment costs, having in mind that better correction quality can be
achieved if these variables are also taken into account. Other major costs include predictions of rele-
vant meteorological variables, i.e., predictions of solar irradiance components and air temperature,
which are today still too expensive for commercial applications unless the cost is shared over larger
number of local users. For this purpose, one can consider using free weather forecasts which are in
general much more uncertain due to a rougher spatial grid and time resolution, but also due to the
fact that free forecasts are refreshed less frequently. Economic viability of using commercial weather
forecasts, which are more accurate than free weather forecasts, mainly depends on the size of the PV
plant and on the electricity regulation context imposed by a distribution system operator, and also
on the number of meteorological variables used as inputs to a corrector.
In this section it was shown how the predictor-corrector method can signi�cantly improve

predictions of the PV array power production. It should be noted that there are scenarios for
which correction does not show any improvement, and can even worsen the original prediction
sequence, but in general the developed correctionmethod signi�cantly improves quality of prediction
sequences, as it can be seen from standard deviation pro�les for the three considered correction
scenarios, shown in Fig. 3.20.�e correction quality most probably could be additionally improved
by using other neural-network structures, or other combinations of corrector inputs. One may also
consider using seasonal correctors, but in that case a classi�cation model is needed. However, the
main idea here is not to give answer for which combination of neural-network structure and input
variables is the best correction performance achieved, but instead to present an innovative method
through simulations on real measurements and meteorological variables predictions.

�ere are many possible evolutions of the presented research, and here only few of them that
seem to be promising are pointed out. (i) A deeper statistical analysis of the proposed method,
together with a cost-bene�t analysis, to check which inputs have the largest impact on a prediction
of a PV array output power. Maybe it is possible to use less prediction variables for corrector
inputs, or to refresh predictions of relevant meteorological variables less frequently, without loosing
generalization ability, which would lead to reduced prediction costs. (ii) Current prediction costs of
relevant meteorological variables might still be too high for small PV power plants.�e estimated
cost for predictions of the three relevant meteorological variables (72 h ahead, refreshed 4 times
a day) is 200 EUR per month. In that sense, it would be interesting to check the e�ectiveness of
the presented method using free weather forecasts.�e prediction error would for sure be much
higher, but the question is how much higher and is it worth the savings. For large PV power plants it
might not be worth the savings, which also depends on the electricity regulation context. (iii)�e
focus here was not on �nding the best performing neural-network structure for correctors training.
Signi�cant improvements in modeling high-level abstractions in data have been achieved recently
using deep-learningmethods. (iv)�e proposedmethod should be tested for di�erent environmental
conditions, i.e., for di�erent locations, which might be possible without any additional investments.
To test the presented method for another location, one would only need historical measurements
of the PV power plant output power, and of PV panels’ temperature if possible, while historical
prediction sequences of relevant meteorological variables can be supplied by meteorological services.



Chapter 4

Load prediction

4.1 Introduction

With the expected growth in the adoption of microgrids, advanced tools and techniques are required
for their optimal operation [103, 104]. Among them, short-term load forecasting is a fundamental
and essential task for optimal energy management in a microgrid [105]. Short-term load forecast is
a complex procedure, mainly because of the highly nonsmooth and nonlinear relationship between
the considered load-driving variables and the load itself [106]. In this chapter a neural-network-
based one-day-ahead load forecast with uncertainty characterization of a typical university building
is developed and veri�ed [52]. Neural network inputs are lagged load data, as well as relevant
meteorological and time data, while output is the active electricity consumption of the UNIZG-FER
building. Using all possible input variables in neural network training can be very challenging
for the training algorithm since the number of samples required for training and neural network
complexity increase abruptly with the number of inputs. In order to keep only relevant inputs that
contain no redundant information, input variables selection (IVS) algorithm based on partial mutual
information (PMI) is applied [107–110], which unlike correlation-based methods does not assume
linear relationship between inputs and outputs. Note that in the sequel, term prediction will be used
with equal meaning to term forecast, since prediction is a more common term considering microgrid
energy management based on model predictive control.

§ LITERATURE REVIEW

�ere is a number of procedures developed recently for short-term load prediction [111–120], whereas
most of these procedures include neural networks without any uncertainty description of the predic-
tion sequence.�e authors in [112] introduce functional time-series methodology for short-term
load prediction, a method performed by means of a weighted average of past daily load segments.
�e authors in [113] propose a two-level wavelet neural network based on back-propagation together
with estimation of prediction intervals by using hybrid Kalman �lters.�e authors in [117] propose
a semi-parametric additive models to estimate relationship between load and its driving variables.
�ese models do not give load pro�le prediction uncertainty assessment, which is crucial when
stochastic weather forecast data is used as prediction model input, and also considering that build-
ing’s consumption is a stochastic variable itself largely in�uenced by human behavior [121].�e latter
indicates that, except for input data uncertainty, the developed load prediction model itself is also a
source of prediction uncertainty, which must be taken into account.

Research presented in this chapter is published in the following paper:
M. Gulin, M. Vašak, G. Banjac, and T. Tomiša, "Load Forecast of a University Building for Application in Microgrid
Power Flow Optimization," in Proceedings of the 2014 IEEE International Energy Conference, EnergyCon 2014, pp.
1284–1288, Dubrovnik, Croatia, 2014.
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§ METHODOLOGY

Notmany authors use partialmutual information (PMI) for input variables selection, e.g., the authors
in [115] use correlation analysis in order to derive the relative importance of each input to the output
pro�le. Correlation analysis, unlike partial mutual information, assumes linear transformation
between inputs and outputs and can provide misleading information on inputs’ usefulness when
considering nonlinear transformation, which is the case with most of the real physical systems [107].
A�er the input variables for prediction model are carefully selected, one-hour-ahead load prediction
model is developed and veri�ed [52], which is later extended with input variables and model
uncertainty description for one-day-ahead load prediction in a stochastic framework by sequentially
using the Unscented transformation [122, 123] along the prediction horizon. E�ectiveness of the
developed load prediction model in commissioning and operation of optimal energy management
in a microgrid is also discussed, which is important considering that most likely there will be no
available load data for the period before the microgrid is installed.�erefore, performance of the
developed load prediction model is also tested for on-line tuning in order to assess its behavior when
commissioned without available historical data.

§ CHAPTER STRUCTURE

�is chapter is organized as follows. In Section 4.2 one-hour-ahead prediction model is developed
and veri�ed, as follows: (i) input variables selection procedure is described, (ii) neural-network-
based prediction model structure is given, (iii) performance veri�cation on a historical data set
is given, and (iv) prediction model on-line tuning for real-world applications is considered. In
Section 4.3 the developed one-hour-ahead prediction model for one-day-ahead load prediction is
extended for operation in a stochastic framework, as follows: (i-ii) input data and model uncertainty
are described, (iii) the Unscented transformation is extended to also include the model uncertainty,
and (iv) performance veri�cation on a historical data set is given.

4.2 One-hour-ahead prediction

In this section one-hour-ahead load prediction model is developed and veri�ed, as follows: (i) input
variables selection procedure based on partial mutual information is applied to carefully select input
variables that are most relevant for load prediction, (ii) the optimal neural network structure used
for one-hour-ahead load prediction is obtained by trial-error method, (iii) performance veri�cation
results on historical data set are presented, and (iv) load prediction model performance is also
veri�ed for on-line tuning and real-world applications.

4.2.1 Input variables selection

�e input variables selection (IVS) is a procedure of appropriately selecting a subset S ⊆ C, where
C is a set of all potential input variables (i.e., candidates) to a prediction model. An inaccurate
prediction model is obtained when the input set is underspeci�ed, as the selected variables do not
fully describe the observed behavior within the system under consideration. On the other hand, the
inclusion of input variables that are either irrelevant or redundant increases the size and complexity
of the prediction model, which makes it di�cult to tune. Given these considerations, the appropriate
set of prediction model input variables is considered to be the smallest set of input variables required
to adequately describe the observed behavior of the system.
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If a linear relationship characterizes the underlying system (the dependent variable being a linear
function of all model inputs), linear dependence measures such as the coe�cient of correlation may
su�ce. However, if the underlying system is more complex, as is usually the case with most of real
physical systems, linear methods are likely to result in misleading inputs and a badly formulated
prediction approach. In this section the IVS procedure is presented for selecting the appropriate
subset of 52 possible input variables for short-term load prediction, which include lagged load,
relevant meteorological and time data.�e IVS procedure used here relies on the concept of a partial
mutual information (PMI) which is, unlike correlation analysis, not limited to linear transformations.
�is concept is �rst introduced in [107] for the identi�cation of input variables for hydrological
models, and is later used by many authors [108–110] as it is proved to be very e�cient.

§ HISTORICAL DATA SET

For the prediction model performance veri�cation, energy consumption and meteorological data
measurements for three consecutive years are used, in period from 2011 to 2013. Active electricity
consumption of UNIZG-FER building is recorded every 15 min and represents mean active power
within the 15-min interval that ends at the timestamp. Meteorological data provided by DHMZ are
recorded at the meteorological station Maksimir Zagreb every 10 min and represent mean values
within the 10-min interval that ends at the timestamp. Both data sets are integrated on a 60-min
interval to match the sample time of a microgrid energy management system.

§ INPUT VARIABLES FOR LOAD PREDICTION

Input variables set C consists of 52 possible candidates in total, as follows: (i) 40 candidates of
lagged load data, which consists of load measurements up to 5 h before the considered hour, and
of load measurements in interval between 2 h before and a�er the considered hour up to 7 days
before the considered day, as illustrated in Fig. 4.1; (ii) 5 candidates of meteorological data for
the considered hour, which consists of temperature, pressure, humidity, global and di�use solar
irradiance measurements; and (iii) 7 candidates of time data, which consists of day-in-year, hour-in-
week, hour-in-day, and binary �ag denoting whether the considered day is a working or non-working
day (e.g., weekends, national holidays etc.).

Sunday* Monday Tuesday Wednesday �ursday Friday Saturday Sunday

Figure 4.1: Time instances of lagged load data used as prediction model inputs (in yellow) to predict load for
an hour instance at Sun 14:00 h (in orange).

Time data is represented via periodical cos and sin functions of days (for day-in-year) and hours
(for hour-in-week and hour-in-day) in order to avoid discontinuities, e.g., a�er 23:00 h there is a step-
wise jump to 00:00 h which might be problematic for neural network training. Periodical functions
used are de�ned as cos(ω0t⋆) and sin(ω0t⋆), where t⋆ is (i) number of days that have passed from
Jan 1 00:00 h in the considered year, (ii) number of hours that have passed from Mon 00:00 h in
the considered week, or (iii) number of hours that have passed from 00:00 h in the considered day,
where de�nition for t⋆ depends on the time data type, and ω0 is frequency for variable of interest
( 2π365 or

2π
366 for day-in-year,

2π
168 for hour-in-week, and

2π
24 for hour-in-day variable).
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§ PMI-BASED IVS ALGORITHM

Mutual information is generally considered as a measure of dependence between two variables [108].
It can also be considered as a measure of stored information in one variable about another, or the
measure of degree of predictability of the output variable knowing the input variable. Given two
discrete random variables X and Y , the mutual information between the two variables is de�ned as:

MI = 1
N

N∑
i=1
ln[ fX ,Y(xi , yi)

fX(xi) fY(yi)], (4.1)

where (xi , yi) is the i-th bivariate sample data pair froma set ofN samples, fX ,Y is the joint probability
density function (pdf), while fX and fY are the marginal probability density functions.
E�cient and accurate estimation of mutual information is largely dependent on a technique

employed to estimate the marginal and joint pdfs. For that purpose a kernel density estimator is
used, which is a non-parametric way to estimate the pdf of a random variable, that is proved to be
more accurate than the histogram-based techniques. Given these considerations, pdf estimation at a
certain point x⋆ can be formulated as:

f̂X(x⋆) = 1N
N∑
i=1

Kh(x⋆ − xi), x⋆, xi ∈ Rd , (4.2)

where f̂X(x⋆) is the estimate of pdf fX at x⋆ considering N observations xi ∈ X, and Kh(⋅) is some
kernel function for which h denotes the kernel smoothing parameter. A common choice for Kh(⋅)
is the Gaussian kernel [108] de�ned as follows:

Kh(x⋆ − xi) = 1

(√2πh)d√∣Σ∣ exp(
−∥x⋆ − xi∥Σ
2h2

), (4.3)

where d denotes dimension of a vector from X (i.e., number of elements in x⋆ or xi), Σ and ∣Σ∣ are
the sample covariance matrix on the whole data set X and its determinant, while term ∥x⋆ − xi∥Σ is
the Mahalanobis distance metric given by:

∥x⋆ − xi∥Σ = (x⋆ − xi)Σ−1(x⋆ − xi)T. (4.4)

As for smoothing parameter h, the Gaussian reference bandwidth [109] is used here:

h = ( 1
N

4
d + 2)

1
d+4 . (4.5)

Identi�cation of multiple system predictors (i.e., candidates) necessitates the use of a partial
measure of dependence between the dependent and independent variable set.�e partial dependence
between an independent variable x ∈ X and a dependent variable y ∈ Y depends on the pre-existing
set of inputs z ∈ Z that are already found to be good predictors of the system.�e PMI between
independent and dependent variable with respect to pre-existing set of inputs is de�ned as:

PMI = 1
N

N∑
i=1
ln[ fU ,V(ui , vi)

fU(ui) fV(vi)], (4.6)

where ui ∈ U and vi ∈ V are residuals of xi and yi with respect to z, respectively, de�ned as:

ui = xi − Ê[x∣z], (4.7a)
vi = yi − Ê[y∣z], (4.7b)

where E[⋅] is the expectation operation.
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Use of the conditional expectations in Eq. (4.7) ensures that the resulting variables u and v
represent the residual information in variables x and y, once the e�ect of the existing predictor(s) z
has been taken into consideration.�e conditional expectation estimate can be calculated as [109]:

Ê[x∣z] = N∑
i=1

wi(xi + (z − zi)Σ−1zzΣxz), (4.8)

where Σzz is the sample covariance of z on the whole set Z, Σxz is the sample cross-covariance
between x and z on the whole set (X , Z), and weighting factor wi is de�ned as [107]:

wi = Kh(z⋆ − zi)
f̂Z(z⋆) , (4.9)

where f̂Z(z⋆) is the estimate of pdf fZ at z⋆ considering N observations zi ∈ Z. Note that the same
principle is used for estimation of the conditional expectation Ê[y∣z].
§ PMI-BASED IVS ALGORITHM IMPLEMENTATION

�e basic operating principle of the PMI-based IVS algorithm is simple: for a given input variables
set C and output set Y , the IVS algorithm proceeds at each iteration by �nding the candidate ck that
maximizes the PMI with respect to the output variable, conditional on the inputs z that have been
previously selected. Once the candidate ck is determined, it is added to the set Z and removed from
the set C. Although some authors propose algorithm stopping criteria based on bootstraping [108]
or mean squared error (MSE) [109], stopping criteria are not considered here, i.e., the IVS algorithm
runs until all candidates from C are exhausted. In this way, the set Z will include all candidates from
the set C ordered from the most- to the least-relevant candidate for output prediction.

�e major drawback of the PMI-based IVS algorithm is that it requires signi�cant computational
e�ort and memory, especially if not coded properly. Two major algorithm bottlenecks considering
memory requirements are identi�ed: (i) calculation of the term (z⋆ − zi) for all combinations of
z⋆, zi ∈ Z, which will yield a matrix Z̄ of dimension N(N−1)

2 × dZ , where dZ denotes number of
candidates in set Z, which is constantly increasing during the algorithm runtime; and (ii) calculation
of the exp(⋅) term in Eq. (4.3) for each i independently, which will yield a matrix of dimension
N × N . To conclude, the PMI-based IVS algorithm memory requirements increase quadratically
with the number of samples N . Considering a one-year data set with 1-h resolution (about 8750
samples) and 52 candidates, and considering calculation with a double-�oat precision (8 bytes), the
PMI-based algorithm requires approximately 16 GB of memory at its peak.

§ IVS RESULTS

Due to considerable memory requirements of the PMI-based IVS algorithm, the IVS procedure
is performed for each year independently. �e following variables annotation is introduced: (i)
yc and ys for day-in-year, whereas letters "c" and "s" denote cos and sin functions, respectively, wc
and ws for hour-in-week, dc and ds for hour-in-day, and wf for type-of-day �ag (1 for working
day, 0 otherwise); (ii) te for temperature, hu for humidity, pr for pressure, ig for global irradiance,
and id for di�use irradiance; and (iii) ach

d, where d denotes number of days before the considered
day, and h denotes hour o�set from the considered hour. For example, if Fri 14:00 h hour-instance
is considered, then ac–1

3 would denote Tue 13:00 h, while ac0
7 would denote Fri 14:00 h for a week

before the considered day. Although PMI-based algorithm should give the same results considering
normalized and non-normalized input and output data sets, it is recommended to normalize data
sets on a symmetrical interval for better numerical stability.
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Algorithm 4.1: PMI-based IVS algorithm without stopping criteria
1: Inputs: Set of all candidates C and outputs Y
Output: Set of candidates Z ordered from the most- to the least-relevant candidate from the set C

2: Initialization: Z ← ∅
3: while C ≠ ∅ do
4: Construct an estimator Ê[y∣z]
5: Calculate residual outputs v i ← (y i − Ê[y∣z])
6: Calculate the marginal pdf estimation f̂V(v)
7: for all c ∈ C do
8: Construct an estimator Ê[c∣z]
9: Calculate residual outputs u i ← (c i − Ê[c∣z])
10: Calculate the marginal pdf estimation f̂U(u)
11: Calculate the joint pdf estimation f̂U ,V(u, v)
12: Determine the PMI de�ned in Eq. (4.1)
13: end for
14: Find candidate ck ∈ C that maximizes the PMI
15: Add candidate ck at the end of the set Z
16: Remove candidate ck from the set C
17: end while

Results obtained are not identical for each year considered, but are very similar. For instance,
working day �ag is identi�ed as one of the most signi�cant inputs in 2011 and 2013, and as one of the
least signi�cant inputs in 2012.�is is mainly due to the unpredicted events such as UNIZG-FER
building renovation during shutdown in summer 2012.�e following inputs order was obtained as a
combination of importance orders obtained for years 2011–2013 independently: ac–10 , ac–30 , ac21 , ac17,
ac–17 , ac07, ac–20 , ac–27 , ys, te, hu, ac01 , ac–11 , ac–21 , ac–13 , ac–12 , ac–14 , ac–15 , ac–16 , ac03 , ac02, ac04, ac05 , ac06, wf, yc,
ws, wc, ds, ac–23 , ac–22 , ac–24 , ac–25 , ac–26 , ig, ac–40 , ac–50 , dc, ac14, ac11, ac12, ac13, ac16, ac15, pr, id, ac22, ac23, ac24,
ac27, ac26, ac25.�ese results are expected since it is reasonable that most recent load values (ac–10 , ac–20 ,
ac–30 ) have the largest impact on the current load value, as well as load values from 7 days ago (ac17,
ac–17 , ac07, ac–27 ), which is especially evident for weekend days.

4.2.2 Neural network structure

�ere are several neural network properties that need to be de�ned by the user before neural network
training can begin: (i) cost function and training method, (ii) training stop criteria to prevent
over�tting, and (iii) neural network complexity considering number of input variables, hidden layers,
and neurons in hidden layers.

�e cost function used for neural network training is based on MSE as follows:

J = 1
N

N∑
s=1

(ys − fnn(xs , θ))2, (4.10)

where N is the number of input-target measurement pairs, (xs , ys) is the s-th input-target pair,
fnn(⋅, ⋅) is a mathematical function that describes the neural network, and θ is the parameters
vector that is tuned by the training procedure based on Levenberg-Marquardt algorithm. To prevent
over�tting, data set is divided into training and validation data sets, whereas years 2011 and 2012
are used for training, and 2013 is used for validation. Neural network parameters are tuned only
considering the training data set, and when the cost function considering only validation data set
shows no improvement through some number of iterations, training procedure is stopped and the
best performing parameters vector considering validation data set is used.
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Due to the bias-variance trade-o�, the number of input variables and neurons in hidden layer
should be carefully selected. In most practical problems of �tting, one hidden layer with 10 to 30
neurons is enough for neural network to perform well. Optimal number of input variables and
neurons in hidden layer is set by trial-error method so that neural network training is repeated 50
times for (i) 11 di�erent number of neurons uniformly distributed from 5 to 55 neurons, and (ii) by
adding input variables one-by-one with respect to the results obtained by the IVS procedure.�is
yields 52×11 di�erent neural network structures that are trained 50 times each.
For neural network evaluation, root mean square error (RMSE) performance indicator is used,

which is de�ned as a square root of MSE de�ned in Eq. (4.10). Instead of showing RMSE for each
of the 50×(52×11) trained neural networks, only the following candidates are considered: (i) best
performing (BST), (ii) median performing (MED), and (iii-iv) median in 10% of the best (MED–
b10%) and the worst performing (MED–w10%) neural networks among 50 trained neural networks
for each of the 52×11 di�erent neural network structures. Figure 4.2a shows RMSE for di�erent
number of input variables with respect to the results obtained by the IVS procedure and for optimal
number of neurons for each of the 52 structures. Figure 4.2b shows RMSE for di�erent number of
neurons in hidden layer and for optimal number of inputs for each of the 11 structures. It is shown
that 38 is the optimal number of input variables with respect to the IVS results, and 10 is the optimal
number of neurons in hidden layer for that number of inputs.�is neural network con�guration is
used in the subsequent analysis and design of short-term load prediction.
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(a) RMSE for di�erent number of input variables
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(b) RMSE for di�erent number of neruons in hidden layer for 38 inputs

Figure 4.2: RMSE considering di�erent number of input variables and neurons in hidden layer (BST is best
performing, MED is median performing, MED–b10% is median in 10% best and MED–w10% is median in
10% worst performing neural networks among 50 trained neural networks for each of the 52×11 di�erent
neural network structures).
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4.2.3 Performance veri�cation

In this subsection a performance analysis is given for the best performing neural network (BST) con-
sidering optimal neural network structure, i.e., 38 input variables with respect to the IVS procedure
results, and 10 neurons in hidden layer. Error histogram, RMSE by week periods and load time-series
for best and worst performing week periods considering only the validation data set are shown in
Fig. 4.3. In order to obtain a more detailed information on neural network model performance,
model error is calculated for each week period in the validation data set independently:

E[1,51] = [ e1, e2, ⋯ e51 ]⊺ , (4.11)

where E[1,51] is the matrix formed of neural network model error vectors ek for a week period in the
validation data set in 1-h resolution, i.e., ek ∈ R168×1, where k is the week index. RMSE is calculated
for each week-period error vector ek independently, denoted as RMSEk , as well as on the whole set
of error vectors up to week k (E[1,k]), denoted as RMSE[1,k], and the results are shown in Fig. 4.3b.
It can be seen that RMSE performance by week periods does not vary signi�cantly, except for few
week periods in June and August. Sudden RMSE increase in June is mainly caused by the increase in
energy consumption because of the �nal exams that together with high ambient temperature require
more cooling for auditoriums. On the other hand, sudden RMSE decrease in August is mainly caused
by the decrease in energy consumption because of the summer shutdown. From the load time-series
for best and worst performing week periods in the validation data set, it can be seen that low and
high RMSE values are not only caused by good and poor neural network performance, but also by
decrease and increase in energy consumption. Note that at this moment only a one-hour-ahead
load prediction is considered, i.e., real measurements are used for load prediction at a certain time
instant. For the case of a one-day-ahead load prediction, predicted load (aci–1

0 , aci–2
0 , aci–3

0 , aci–4
0 ,

aci–5
0 ) and meteorological data (te, hu, ig), together with time and other measured load data, are

used for load prediction at a certain time instant i (aci–0
0 ).

4.2.4 On-line model tuning

In this subsection the neural network model on-line tuning is discussed, considering optimal neural
network structure, i.e., 38 input variables with respect to the IVS procedure results, and 10 neurons
in hidden layer.�is analysis is performed to show e�ectiveness of the prediction model even in the
case when training data set is scarce, since in most practical applications there will be no available
data for period before the microgrid is installed. At the end of each week, 50 neural network training
procedures were performed using all available historical data up until that moment, whereas training
and validation data set for each neural network training are generated randomly with respect to
prede�ned ratio, i.e., 75% of data samples are used for training, and the other 25% are used for
validation. Best performing neural network out of 50 trials at the end of each week is tested on data
samples from the next week, denoted as the next-week data set. It should be noted that these data
samples were not used for training or validation during neural network training, i.e., neural network
is trained without any information on the next-week data samples since these data samples have not
yet occurred in a real-world environment.
Error histogram, RMSE by week periods and load time-series for best and worst performing

week periods on the next-week data set are shown in Fig. 4.4.�e matrix of model error vectors on
the next-week data samples is:

E[9,156] = [ e9, e10, ⋯ e156 ]⊺ , (4.12)
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(a) Neural network model error histogram on the validation data set.
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(b) RMSE by weeks on the validation data set.
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(c) Load time-series in best (upper) and worst performing (lower) week periods in the validation data set.

Figure 4.3: Performance of the best performing neural network with optimal structure for one-hour-ahead
prediction considering only the validation data set.
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(a) Neural network model error histogram on the next-week data set.
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(b) RMSE by weeks on the next-week data set.
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(c) Load time-series in best (upper) and worst performing (lower) week periods in the next-week data set.

Figure 4.4: Performance of the best performing neural network with optimal structure for one-hour-ahead
prediction considering only the next-week data set.
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where the error vector ek+1 ∈ R168×1 is calculated using best performing neural network trained
on data for weeks from 1 to k. Note that �rst 8 weeks are omitted from the procedure since there
are not enough historical data for neural network to be able to perform well on next-week data
samples. RMSE by weeks is calculated in the same way as described in the previous subsection, and
the results are shown in Fig. 4.4b. It can be seen that RMSE performance varies signi�cantly in 2011
since there is not enough historical data, but in general tends to decrease with increase of historical
data samples number.�ere are also few outlier weeks that are mainly related to �nal exams and
summer shutdown periods, as described in the previous subsection.
In order to be able to compare the results shown in Fig. 4.3b and Fig. 4.4b, RMSE performance

for next-week data set is also calculated considering only E[103,k], i.e., history in this case starts
with year 2013. In this way it is shown that week-based on-line tuning can bene�t neural network
approximation ability. Note that data aging strategy can be applied in order to account only for most
recent historical data samples, since they are expected to have greatest impact on current conditions.
However, performance analysis presented here is done only on a 3-year historical data set, which is
not enough for data aging strategy to show e�ect.

4.3 One-day-ahead prediction

Since developed neural-network-based load prediction model uses meteorological and lagged load
data as inputs, which are in general uncertain, load prediction must be extended with the uncertainty
description.�is is especially important considering lagged load input data, since a single bad load
prediction can corrupt all other predictions from that moment onward, i.e., load prediction error is
accumulated along the prediction horizon. Except for input data uncertainty, the developed load
prediction model itself is also uncertain, which is evident from model error histograms shown in
Fig. 4.3a and Fig. 4.4a.

�e developed neural network model uses 38 inputs in total, some of which are deterministic
(e.g., all time inputs ys, yc, ws, wc, ds, dc, wf), some are deterministic if measurement uncertainty is
neglected (e.g., all lagged load inputs except for ac–10 , ac–20 , ac–30 , ac–40 , and ac–50 ), and some are not
deterministic, i.e., they contain uncertainty (e.g., all lagged load inputs that are not deterministic
and all meteorological inputs te, hu, ig). Except for input data, developed prediction model is also
uncertain which must be taken into account.

4.3.1 Input data uncertainty

Meteorological data (te, hu, ig) uncertainty is described with a linearly increasing function, whereas
deviation increases from 0% of the expected value at the beginning of the prediction horizon, to
5% of the expected value at the end of the prediction horizon, i.e., 24 h ahead. Note that in case of
global solar irradiance (ig) there is no uncertainty for night hours. Uncertainty of lagged load data
for most recent hours comes out as a model output uncertainty estimation. For example, for load
prediction one hour ahead (ac10), only meteorological data and model itself contribute to the load
prediction uncertainty, since lagged load data at this moment are known by measurements. For
load prediction two hours ahead (ac20), except for meteorological data and prediction model, load
predicted for one hour ahead also contributes to the load prediction uncertainty, since that time
instance is used as model input, i.e., ac–10 ←ac10. In this way prediction error is accumulated through
the prediction horizon, which is the main reason for load predicted to be characterized with the
uncertainty description.
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4.3.2 Model uncertainty

Except for input data, the developed load prediction model itself is also uncertain which is evident
from error histograms shown in Fig. 4.3a and Fig. 4.4a.�ere are several ways to describe model
uncertainty, e.g., model error mean and variance can be calculated on the whole set of historical data
samples. However, much more accurate description can be achieved by observing only a limited
number of data samples that are carefully chosen. For model error mean and variance calculation,
historical data samples that are chosen according to 10% nearest input vectors by means of the
Euclidean distance are used. It is shown that the error distribution calculated in this way can still be
approximated by a normal (or Gaussian) distribution function de�ned as:

f (x , µ, σ) = 1√
2πσ2

exp[−(x − µ)2
2σ2

], (4.13)

where x is the observed stochastic variable, i.e., model error in this example, while µ and σ2 are the
expectation and variance of the normal distribution. Model error distribution for one exemplary
day from the next-week data set (corresponds to Monday from the worst performing week shown in
Fig. 4.4c) is shown in Fig. 4.6, with mean and standard deviation for each hour instant shown in
Fig. 4.5. It can be seen that the predictionmodel error distribution can be approximatedwith a normal
distribution with very good accuracy. Also, the model error expectation is always around zero value,
while the variance varies signi�cantly for night and day hours since the absolute amounts of error
variance depends on the absolute load expectation. To conclude, model error is assumed to be subject
to a normal (or Gaussian) distribution de�ned in Eq. (4.13), whereas the statistics (i.e., expectation
µ and variance σ2) of the model error is calculated by observing a limited number of (historical)
data samples according to 10% nearest input vectors by means of an Euclidean distance. Model
uncertainty is used together with input data uncertainty to estimate load prediction uncertainty by
using the Unscented transformation.
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Figure 4.5: Model error mean and standard deviation for each hour instant in the exemplary day.
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Figure 4.6: Estimated pdf of the prediction model error and its approximation by normal distribution for
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4.3.3 Unscented transformation extension

�e well known Unscented transformation (UT) [122, 123] was used for calculation of model output
statistics based on a known statistics of input data and the model uncertainty. Unlike other methods,
the UT does not rely on linearization of a nonlinear transformation (i.e., model), but instead it relies
only on model evaluations through the use of deterministically drawn samples [123]. It is shown
that the UT achieves second-order accuracy in the estimation of output mean and covariance, as
opposed to the �rst-order accuracy for the methods that rely on model linearization [122].�e UT
in its original form [122] assumes only input data uncertainty, and here an extension of the original
form is proposed to also include the model uncertainty.
Consider a random variable x ∈ RL that undergoes a nonlinear transformation h ∶ RL → R

y = h(x) + ỹ, y ∈ R, (4.14)

where ỹ is a model uncertainty assumed to follow a Gaussian distribution, i.e., ỹ ∼ N ( ¯̃y, σ2y), where
¯̃y is mean and σ2y is variance of model error. If input variable x is perturbed about its mean x̄ by a
zero-mean disturbance x̃ with covariance Px, i.e., x = x̄ + x̃, then the Taylor series expansion of the
nonlinear transformation h(x) about x̄ is

y = h(x̄ + x̃) + ỹ = h(x̄) + ∞∑
n=1

1
n!
Dn
x̃h + ỹ, (4.15)

where operatorDn
x̃h is de�ned as:

Dn
x̃h ≜ [(x̃ ⋅ ∇x)nh(x)]∣

x=x̄
. (4.16)

It is assumed here that the nonlinear function h(⋅) can be expressed as a multi-dimensional Taylor
series consisting of an arbitrary number of terms. As the number of terms in the sum tends to
in�nity, the residual of the series tends to zero.�is implies that the series always converges to the
true value of the function.

§ ACCURACY OF MEAN

�e true mean of y is given by expectation, i.e., ȳ = E[y], as follows:
ȳ = E[y] = E[h(x) + ỹ] = E[h(x̄) + ∞∑

n=1

1
n!
Dn
x̃h + ỹ]. (4.17)

If x̃ is a symmetrically distributed1 random variable, then all oddmoments will be zero, i.e., E[x̃n] = 0
for odd n ∈ N. Also note that the second moment is E[x̃x̃T] = Px. Considering that the expectation
is a linear operator, the true mean in Eq. (4.17) can be reduced to:

ȳ = h(x̄) + 1
2
((∇T

x Px∇x)h(x))∣
x=x̄

+E[ ∞∑
n=2

1(2n)!D2nx̃ h] +E[ ỹ]. (4.18)

�e UT calculates the posterior mean from the propagated sigma points, given by:

X0 = x̄, (4.19a)
Xi = x̄ + σ̂x,i , 1 ≤ i ≤ L, (4.19b)
Xi+L = x̄ − σ̂x,i , 1 ≤ i ≤ L, (4.19c)

1�is includes distributions like Uniform, Normal etc.
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where σ̂x,i = √
L + λ ⋅ σx,i , λ is user-de�ned scaling parameter, and σx,i denotes the i-th column of

the matrix square root of Px.�is implies that∑L
i=1 σx,iσT

x,i = Px. Given this formulation of sigma
points, the propagation of each point through the nonlinear function is written in the form of the
Taylor series expansion about x̄:

Yi = h(Xi) + ỹi = h(x̄) + ∞∑
n=1

1
n!
Dn

σ̂x, i h + ỹi , (4.20)

where operatorDn
σ̂x, i h is de�ned as:

Dn
σ̂x, i h ≜ [(σ̂x,i ⋅ ∇Xi)nh(Xi)]∣

Xi=x̄
. (4.21)

Predicted mean by UT is de�ned as weighted sum of the transformed sigma points:

ȳUT = λ
L + λ

(h(x̄) + ỹ0) + 12 1
L + λ

2L∑
i=1
Yi , (4.22)

where Yi can be replaced by Eq. (4.20):

ȳUT = h(x̄) + 1
2
1

L + λ

2L∑
i=1

∞∑
n=1

1
n!
Dn

σ̄x, i h + ( λ
L + λ

ỹ0 + 12 1
L + λ

2L∑
i=1

ỹi), (4.23)

Since sigma points are symmetrically distributed about x̄, all terms with odd n are zero. Let us now
expand the sum for n = 2 with respect to Eq. (4.21):

1
2
1

L + λ

2L∑
i=1
1
2!
D2σ̂x, i h = 1

2

L∑
i=1 [(∇TXi

σT
x, i σx, i∇Xi )h(Xi)]∣Xi=x̄ = 12((∇T

x Px∇x)h(x))∣
x=x̄ . (4.24)

�e mean in Eq. (4.23) is now de�ned as:

ȳUT = h(x̄) + 1
2
((∇T

x Px∇x)h(x))∣
x=x̄

+ ( λ
L + λ

ỹ0 + 12 1
L + λ

2L∑
i=1

ỹi) +R, (4.25)

whereR is the higher-order residual of the Taylor series expansion.
By comparing Eq. (4.18) and Eq. (4.25) it is clear that the true posterior mean and the mean

calculated by the UT agree exactly to the third order and that errors are only introduced in the third
and higher-order terms. �e magnitudes of these errors depend on the choice of the composite
scaling parameter λ, as well as on the higher-order derivatives of nonlinear function h.

§ ACCURACY OF COVARIANCE

�e true posterior covariance is given by:

Py = E[(y − ȳ)(y − ȳ)T] = E[yyT] − ȳ ȳT. (4.26)

By following the same procedure as for calculating the mean, the following equation for calculating
the covariance is obtained:

Py,UT = 1
2L

2L∑
i=0

Wi((Yi − ȳUT)(Yi − ȳUT)T + ỹi ỹTi ), (4.27)

whereWi is a weighting factor de�ned in the same way as for calculating the mean in Eq. (4.22):

Wi = { λ
L+λ , i = 0,
1
2
1

L+λ , i > 0. (4.28)
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4.3.4 Performance veri�cation

In this subsection a performance analysis of one-day-ahead load prediction considering prediction
uncertainty is given.�e best- and worst-performing weeks from the next-week data set are con-
sidered. Load time series for the considered week periods are shown in Fig. 4.4c. Load prediction
is performed every hour for the next 24-hour period, i.e., as soon as new information becomes
available. However, to simplify the results presentation, only prediction sequences done at midnight
of each day for the next 24-hour period are presented here.
Load predictions for one-day-ahead with uncertainty area for the best- and worst-performing

week periods in the next-week data set are shown in Fig. 4.7. Shaded area corresponds to the load
expectation plus/minus the deviation σ estimated by UT. Note that the main di�erence between
the load prediction presented in Fig. 4.4c and Fig. 4.7 is that the latter is updated once a day for the
next 24-hour period (one-day-ahead prediction), and the former is updated every hour for the next
1-hour period (one-hour-ahead prediction). It is shown that load prediction contains signi�cant
amount of uncertainty considering its deviation, especially towards the end of the prediction horizon.
�is is the result of prediction error accumulation along the prediction horizon, since prediction
model uses lagged load data as inputs. It must be noted that uncertainty characterization obtained by
using UT does not give any information on probability density function (pdf) of the load predicted,
but only its statistics, i.e., expectation and deviation.
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Figure 4.7: One-day-ahead load prediction assessment for best- and worst-performing week periods in
the next-week data set (shaded area corresponds to ±σ around load expectation, where σ is the prediction
uncertainty obtained by UT).
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Optimal control



Chapter 5

Power �ow management

5.1 Introduction

Microgrid concept is expected to enhance utilization of renewable energy sources [30] through
distributed storage (e.g., batteries in plug-in electric and hybrid vehicles) by enabling time-shi�
between power production and consumption. More importantly, these distributed storage systems
can also be used for electricity peak (price) shaving by buying and selling energy to the utility grid
when it is most convenient for the end-user [124]. In this way, microgrid becomes an active part
of the power system and enables decentralization of today’s still centralized power system, thus
increasing its reliability and stability [125]. In this chapter a power �ow optimization [41–43] in a
residential DC microgrid [47] is presented, whereas the DC microgrid consists of a photovoltaic
(PV) array, valve-regulated lead-acid (VRLA) batteries stack, fuel-cell (FC) stack with electrolyzer,
and is connected to the grid via bidirectional power converter. �e optimization problem aims
to minimize microgrid operating costs and is formulated using a linear program that takes into
account the energy storage system charge and discharge e�ciency.�e model predictive control
(MPC) scheme is used for closed-loop power management in the consideredmicrogrid. Considering
hierarchical design of microgrid controllers, the focus is here put on high-level optimization of
power �ows, whereas voltage stability and power quality are supposed to be controlled at lower
microgrid control levels which are not discussed in this chapter.
A decision of when to buy and sell energy to the utility grid and in which amount, i.e., when to

charge and discharge storage systems, is a complex function of the predicted microgrid load, power
production (mainly by renewables), current storage systems state of charge, and predicted electricity
price pro�le.�is function is also subject to various constraints like capacity of energy storage system,
power rating of power converters, and even to possible reduced availability of the utility grid. As it
will be shown in this chapter, instead of using a mixed integer linear program (MILP) formulation,
which is o�en used [126–129] due to taking into account di�erent charge and discharge e�ciency
coe�cients of energy storage systems, the described decision-making process can be formulated as a
linear program (LP) under mild conditions, which signi�cantly simpli�es optimization and control,
as well as microgrid interaction with utility grid and building energy management.

Research presented in this chapter is published in the following papers:
M. Gulin, M. Vašak, and M. Baotić, "Analysis of Microgrid Power Flow Optimization with Consideration of Residual
Storages State," in Proceedings of the 2015 European Control Conference, ECC 2015, pp. 3131–3136, Linz, Austria, 2015.
M. Gulin, J. Matuško, and M. Vašak, "Stochastic Model Predictive Control for Optimal Economic Operation of a
Residential DC Microgrid," in Proceedings of the 2015 IEEE International Conference on Industrial Technology, ICIT 2015,
pp. 505–510, Sevilla, Spain, 2015.
M. Gulin, A. Martinčević, V. Lešić, andM. Vašak, "Multi-level Optimal Control of a Microgrid-supplied Cooling System
in a Building," in Proceedings of the IEEE PES Innovative Smart Grid Technologies Conference Europe, ISGT Europe 2016,
pp. 1–6, Ljubljana, Slovenia, 2016.
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Because of the economic and environmental bene�ts that stem from the optimal microgrid
power �ow, considerable attention is directed to development of better optimization algorithms and
suitable modeling frameworks [62]. Authors in [130–133] use metaheuristic and heuristic algorithms
to solve the power dispatch problem for microgrids, such as evolutionary and genetic algorithms.
�e advantage of these methods is in possibility to implement more complex models compared to
those modeled by LP or MILP formulations, but at a cost of not being able to guarantee optimality
of the found solution. Authors in [126–129] use MILP formulation [134] for the microgrid power
management optimization problem to take into account predicted future electricity price, power
production by renewable energy systems and microgrid load. Justi�cation of using MILP instead of
LP formulation is in di�erent charge and discharge e�ciency coe�cients of energy storage systems,
and in di�erent price when selling and buying electrical energy. Despite the piece-wise a�ne nature
of the storage systems model, the optimization problem can still be formulated as an LP under mild
conditions. A special attention is paid to penalization of residual storage systems state in objective
function, since stored energy at the end of the prediction horizon can also be transformed into
economic gain [49].�is is particularly interesting for shorter prediction horizons when disturbance
e�ects, such as power production, consumption and price pro�les, are more prominent.�e length
of the prediction horizon is also very important when power �ow is optimized, since optimization is
based on future predictions of electricity price, power production and consumption pro�les. An
academic-free professional solver IBM ILOG CPLEX 12.6 was used to solve optimization problems,
and YALMIP [135] was used for easier and faster control algorithm implementation.
When using predictions as optimization inputs, quality of the found solution to the optimization

problem strongly depends on the accuracy of the used predictions. Since power predictions largely
depend on weather forecast, in particular solar irradiance and temperature forecast, as well as on
prediction model accuracy, predictions have to be described with uncertainty. If uncertainty is
neglected, optimal solution found is only optimal for the considered scenario, whereas realizations
can signi�cantly deviate from predictions.�is is why optimization should be done in a stochastic
framework, taking into account predictions uncertainty [63, 121, 136–138]. Methods for power
�ow optimization that account for predictions uncertainty mainly include two-stage stochastic
programming and scenario-based stochastic modeling. In two-stage stochastic programming [121],
decision variables are partitioned into two sets: (i) the �rst stage variables are those that have to be
decided before the actual realization of the uncertainty becomes available, and (ii) once the random
events occur, the values of the second stage variables can be decided. Scenario-based stochastic
modeling [137] is based on generating a number of scenarios with corresponding probability of
occurrence, a�er which optimization problem is solved for each scenario as if there is no uncertainty.
�e solutions obtained from solving an optimization problem using generated scenarios are then
aggregated according to the probability of occurrence of the corresponding scenario. However,
if these solutions are aggregated linearly, the obtained solution might be far from optimal if the
considered optimization problem is nonlinear, which is usually the case. Power �ow management in
stochastic framework can be implemented in many di�erent ways, each having its pros and cons.
Stochastic framework based on chance constraints is used here, that are de�ned as a probability
that the system constraints will be violated at certain time instant. It is shown that the optimization
problem remains in LP form, which is important from the optimization-complexity point of view.

�is chapter is organized as follows. In Section 5.2 a dynamic model of the considered residential
DC microgrid formed in LARES is given. A closed-loop power management in a deterministic
framework based on model predictive control scheme is developed and veri�ed in Section 5.3, and
is extended for a stochastic framework in Section 5.4. In Section 5.5 a case-study on multi-level
optimal control of a microgrid-supplied cooling system in a building is presented.
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5.2 DC microgrid model

In this section a mathematical model of the considered residential DC microgrid formed in LARES
is developed, which is used in all subsequent sections. It includes a discrete-time dynamic model
of energy storage systems and power balance equation in the microgrid.�e microgrid model is
written in (augmented) matrix form to make it suitable for available optimization solvers.

5.2.1 Power balance

�e residential DC microgrid formed in LARES consists of a wind turbine emulator and PV array,
ultracapacitor, VRLA batteries stack, fuel-cell stack with electrolyzer, and is connected to the util-
ity grid via bidirectional power converter. Note that fuel-cell stack with electrolyzer can also be
considered as an energy storage system, since electrolyzer produces hydrogen when there is excess
power, while fuel-cell stack uses the stored hydrogen when there is power shortage. Figure 5.1 shows
a power balance diagram for the considered DC microgrid.

Pwt Ppv Puc Pbat Pfc Pel Pug Pl

Generation sources Energy storage systems

Source Storage Load

Figure 5.1: Power balance diagram of the DC microgrid formed in LARES.

�e following power balance equation in the microgrid is always satis�ed:

Pwt + Ppv + Puc + Pbat + (Pfc − Pel) + Pug = Pl, (5.1)

where Pwt and Ppv are power production by wind turbine emulator and PV array, Puc and Pbat are
net power exchange with the ultracapacitor and the battery, Pfc and Pel are power production by
the fuel-cell stack and consumption by the electrolyzer, respectively, Pug is net power exchange with
the utility grid, and Pl is power consumption by microgrid loads. Any deviation in the microgrid
power balance equation will result in voltage oscillations on the DC link. For the sake of simplicity,
wind turbine emulator is not considered here and the system of fuel-cell stack with electrolyzer is
considered as a single controllable energy storage unit denoted as Pfce. Since ultracapacitor has
much lower energy storage capacity compared to bulk storage systems such as batteries and fuel-cell
system, this component is also neglected in the subsequent power �ow management.�e power
balance equation is now rede�ned as follows:

Ppv + Pbat + Pfce + Pug = Pl. (5.2)

By convention used here, power components are positive when supplying power to themicrogrid DC
link, e.g., power components Pbat and Pfce will be negative for charging and positive for discharging
from the energy-storage-system point of view, power component Pug will be negative for exporting
(selling) and positive for importing (buying) power from the utility grid, and power component Ppv

is always positive. Load is assumed always to be uncontrollable and unidirectional, and due to the
convention the power component Pl is always positive which is why it enters the power balance
equation from the other side of the equality sign.
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5.2.2 Dynamic system model

Microgrid energy storage systems are modeled by discrete-time �rst-order di�erence equations with
1-h sample time, as follows:

⎧⎪⎪⎨⎪⎪⎩
xbat

k+1 = xbat
k − Pbat

k ηbat
k (Pbat

k )∆T ,

xfce
k+1 = xfce

k − Pfce
k ηfce

k (Pfce
k )∆T ,

(5.3)

where k is the discrete time instant, ∆T = 1 h is the sample time, xk is the state of charge at k∆T , Pk
is the mean power within one time step starting at k∆T , and ηk(⋅) is charge or discharge e�ciency
that depends on the sign of the corresponding power component Pk . Authors in [62] use binary
variables to decide which value of η to use at k-th time instant. However, instead of introducing
binary variables, power components of energy storage systems can be split into charge and discharge
components, Pch,k and Pdch,k , as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩

xbat
k+1 = xbat

k − ( 1
ηbat
dch

Pbat
dch,k + ηbat

ch Pbat
ch,k)∆T ,

xfce
k+1 = xfce

k − ( 1
ηfce
dch

Pfce
dch,k + ηfce

ch Pfce
ch,k)∆T ,

(5.4)

where Pch ≤ 0 and Pdch ≥ 0 represent charge and discharge components, respectively. Note that
situation where both Pch,k and Pdch,k components of a single storage system are di�erent than zero
at the same time instant k would correspond to a (practically) unacceptable scenario, since it would
imply that it "pays o�" to charge and discharge the storage system at the same time. In all realistic
optimization problems (i.e., objective functions) this will never be true since it implies more power
dissipation at the DC link, and thus higher microgrid operating costs.�is hypothetical situation
would only make sense when there is excess power that cannot be exported to the grid, e.g., PV
array produces more power than the current load demand, energy storage systems are full, and the
power surplus cannot be exported to the grid due to the grid-tied bidirectional power converter
power rating limits. In such hypothetical situation, PV array should leave the maximum power point
tracking (MPPT) mode and deliver only the necessary amount of power and not misuse storage
systems to dissipate power. An expensive MILP formulation of the optimization problem is avoided
by using much simpler and more e�ective LP formulation, while also gaining an insight into any
possible misuse of the resources or storage systems in the microgrid.
Given the previously introduced decomposition to charge and discharge components for energy

storage systems, from power balance de�ned in Eq. (5.2) it follows that the utility grid power
component Pug

k at each time instant k must satisfy:

Pug
k = −(Pbat

dch,k + Pfce
dch,k + Pbat

ch,k + Pfce
ch,k) − (Ppv

k − Pl
k). (5.5)

It should be noted that Ppv and Pl are prediction variables subject to uncertainty:

Ppv
k = P̄pv

k + P̃pv
k , Pl

k = P̄l
k + P̃l

k , (5.6)

where P̄pv
k = E[Ppv

k ] and P̄l
k = E[Pl

k] are prediction expectation, while P̃pv
k and P̃l

k are prediction
uncertainty. Note that the two prediction variables are assumed to be independent.

�e microgrid equations (5.4) and (5.5) can be written in a matrix form as follows:

xk+1 = Axk + Buk , (5.7a)
Pug

k = Duk + Vvk , (5.7b)

where x = [ xbat , xfce ]T is the system state vector, u = [ Pbat
dch , Pfce

dch , Pbat
ch , Pfce

ch ]T is the input variables
vector, v = [ Ppv , Pl ]T is the disturbance vector, and system matrices A, B, D, and V are calculated
with respect to Eqs. (5.4)–(5.6).
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5.2.3 Augmented dynamic system model

�e systemmodel in Eq. (5.7) fully describes the power �ow in the considered microgrid.�e model
is written in augmented form for the whole prediction horizon, as the augmented form is more
suitable for available optimization solvers:

x = Ax0 + Bu, (5.8a)
Pug = Du +Vv, (5.8b)

where x0 is the initial state of energy storage systems, system matrices A, B,D, and V are calculated
with respect to Eq. (5.7), and augmented vectors are de�ned as:

x =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1
x2⋮
xN

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, u =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

u0
u1⋮

uN−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, v =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

v0
v1⋮

vN−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, v̄ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

v̄0
v̄1⋮

v̄N−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Pug =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Pug
0

Pug
1⋮

Pug
N−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, c =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

c0
c1⋮

cN−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5.9)

where N is length of the prediction horizon, and c is electricity price used in the objective function.

5.2.4 Electricity price

When operating in grid-connectedmode, themicrogrid can import or export power to the utility grid
through the grid-tied bidirectional power converter. Although electricity price can vary when buying
or selling, for simplicity the same price is assumed in both cases. Electricity price ck is obtained
from the electricity market data on EPEX SPOT1. It should be noted that there are situations when
electricity price is negative on the market, which mainly occurs during holidays due to decreased
industrial production.�e main reason for this phenomena is that it pays o� to keep a power plant
running and have someone to take the produced power, rather than having to shut down and restart
the power plant few days later. All negative prices are saturated to 0 EUR/MWh, otherwise, the
simpli�ed storage system dynamic model introduced in Eq. (5.4) could not be applied.

5.3 Power �ow management in deterministic framework

�e power �owoptimization is formulated based on (i) the initial state of themicrogrid energy storage
systems x0, (ii) the predicted local power production and consumption pro�les in the microgrid
v̄, and (iii) the information obtained from the utility grid, i.e., predicted electricity price pro�le ck ,
where k is the discrete time instant in range from 0 to N − 1, where N is the prediction horizon length.
Results of the power �ow optimization are charge and discharge pro�les for the microgrid energy
storage systems throughout the prediction horizon, which achieve the best possible economic gain
for the microgrid operation under presence of speci�ed technical and other constraints. It should be
noted that the prediction uncertainty is neglected in deterministic framework, i.e., only prediction
mean v̄ is considered in the optimization.

5.3.1 Objective function

�e following economic criterion J of the microgrid operation is considered, where negative values
represent revenue for the microgrid:

J(u, x0, c, v̄) = −ĉN x̂N + N−1∑
k=0

ckPug
k ∆T , (5.10)

1 European Power EXchange (EPEX), url: www.epexspot.com/en/market-data/elix

www.epexspot.com/en/market-data/elix
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whereN is the prediction horizon length, ck is the electricity price, ĉN is the estimated �nal electricity
price under which the equivalent electricity contained in energy storage systems x̂N could be sold to
the utility grid or could replace the utility grid a�er the N-th hour in the future, hence the negative
sign in the objective function, and vectors u, c, and v̄ are augmented control, electricity price, and
mean (expected) disturbance sequences de�ned in Eq. (5.9).

�e equivalent electricity contained in energy storage systems at the end of the prediction
horizon x̂N is a function of control sequence u and initial energy storage systems state x0:

x̂N = [ηbat
dch , ηfce

dch] xN , (5.11a)

xN = AN x0 + N−1∑
i=0

Ai BuN−1−i , (5.11b)

where the latter equation is an explicit form of the microgrid dynamic model in Eq. (5.7a). Selection
of the �nal electricity price ĉN determines to which extent will the power �ow optimization algorithm
force energy storage systems to be full at the end of the prediction horizon. One possible strategy
is to have the �nal price set to a maximum value achieved on a prediction horizon.�is implies
that the energy contained in energy storage systems will be sold (i.e., used) only when maximum
prices, at some instant in the future, take place, and will implicitly force the power �ow optimization
algorithm to keep the energy storage systems nearly full and ready for peak (prices) shaving in the
future. As it will be shown by simulations, in�uence of the residual energy storage system state
penalization on the optimization results vanishes out as the prediction horizon gets longer.

5.3.2 System constraints

Minimization of the objective function de�ned in Eq. (5.10) is subject to various constraints on
microgrid variables over the future horizon.�ese constraints can be either physical or designer-
introduced in order to protect the system and prolong its life.
Storage system state xk must always be inside capacity limits:

xmin ≤ xk ≤ xmax, 1 ≤ k ≤ N , (5.12)

where xmin, xmax ∈ R2.
Limits on power components are de�ned by the corresponding power converter power rating,

i.e., how much energy can they exchange within one time step, and also by their physical constraints,
e.g., Pch ≤ 0 and Pdch ≥ 0:

umin ≤ uk ≤ umax, 0 ≤ k ≤ N − 1, (5.13a)
Pug
min ≤ Pug

k ≤ Pug
max, 0 ≤ k ≤ N − 1, (5.13b)

where umin, umax ∈ R4 and Pug
min, Pug

max ∈ R. If information about the predicted utility grid availability
is at disposal, one can also include this information by modifying the constraint (5.13b) as:

Pug
min,k ≤ Pug

k ≤ Pug
max,k , 0 ≤ k ≤ N − 1, (5.14)

where Pug
min,k , P

ug
max,k ∈ R is the information about predicted utility grid availability at the time instant

k on the prediction horizon. However, no additional limitations on utility grid availability are
considered in this chapter, except for grid-tied bidirectional power converter power rating which is
already captured by constraint in Eq. (5.13b).
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5.3.3 LP formulation

Once objective function and constraints have been de�ned, the power �ow optimization problem
can be written in LP form as follows:

min
u

fTu + const.,
s.t. Ixx0 + Iuu + Ivv̄ ≤ g, (5.15)

where constant, vectors f and g, and matrices Ix, Iu and Iv are calculated from Eqs. (5.10)–(5.13),
while u and v̄ are augmented vectors de�ned in Eq. (5.9).

5.3.4 Closed-loop control

�e model predictive control (MPC) scheme [139] with receding horizon principle is used for closed-
loop power �ow management in the considered microgrid. Solution to the MPC problem yields
a trajectory of states and inputs (i.e., control signals) that satisfy the dynamics and constraints of
microgrid operation while optimizing some given criteria [62].
Let the real system dynamics be

x(t + 1) = Ax(t) + Bu(t), (5.16)

with electricity prices c(t) and disturbances v̄(t). At each discrete time instant t the MPC scheme
computes the optimal control sequence u⋆ given initial energy storage systems state x0 = x(t), elec-
tricity price c = [ c(t), c(t+1), ⋯ c(t+N−1) ]T and disturbance v̄ = [ v̄(t), v̄(t+1), ⋯ v̄(t+N−1) ]T sequences:

u⋆ = argmin
u

J(u, x0, c, v̄),
s.t. (5.12), (5.13),

(5.17)

where J is the objective function de�ned in Eq. (5.10), which is a linear function in u. According to
the receding horizon principle, only the �rst control vector u⋆0 from the optimal augmented control
sequence u⋆ is applied, i.e., u(t) = u⋆0 .�e optimization problem in Eq. (5.17) is repeated again at
the next time instant, with new initial energy storage systems state, electricity price and disturbance
sequences. By this approach, new optimal control plan can potentially compensate any disturbance
that has meanwhile acted on the system.

5.3.5 Simulation results

Performance of the proposed approach is veri�ed on year-scale simulations based on (i) meteorolog-
ical data provided by DHMZ from which PV array power production is calculated, (ii) electricity
price data obtained from EPEX SPOT, and (iii) consumption data for FER building scaled to match
power levels in the microgrid, all for year 2013. Numeric values for all microgrid parameters de�ned
in this section are given in Table 5.1.�e MPC-based closed-loop control scheme with receding
horizon principle is employed, for di�erent prediction horizon lengths N and �nal price values ĉN ,
where the �nal price value is calculated as a share of maximum price over the prediction horizon:

ĉN(t) = ppct
100
max

k
ck , t ≤ k ≤ t + N − 1, (5.18)

where t is the discrete time instant as discussed in the previous subsection, and ppct is a parameter
that goes from 0% to 120%: (i) for ppct = 0% there is no penalization of the residual energy storage
systems state, and (ii) for ppct = 120% the power �ow optimization algorithm will try to keep the
energy storage systems nearly full and ready for peak (prices) shaving in the future.
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Table 5.1: Microgrid parameters used in simulation

ηbat
ch 0.9 ηbat

dch 0.9 Battery charge and discharge e�ciency
ηfce
ch 0.7 ηfce

dch 0.4 Fuel-cell charge and discharge e�ciency
xbat
min 1.0 xbat

max 10.0 Battery state of charge limits (kWh)
xfce
min 0.0 xfce

max 2.5 Fuel-cell state of charge limits (kWh)
Pbat
ch,min −3.0 Pbat

ch,max 0.0 Battery power converter power limits (kW)
Pbat
dch,min 0.0 Pbat

dch,max 3.0 Battery power converter power limits (kW)
Pfce
ch,min −1.2 Pfce

ch,max 0.0 Fuel-cell power converter power limits (kW)
Pfce
dch,min 0.0 Pfce

dch,max 0.5 Fuel-cell power converter power limits (kW)
Pug
min −3.0 Pug

max 3.0 Utility grid power converter power limits (kW)

Revenue (i.e., economic gain) at the end of the considered one-year period can be calculated as:

crev = 8759∑
t=0

c(t)(P̄pv(t) − P̄l(t) − Pug(t))∆T , (5.19)

where c(t) is the electricity price, P̄pv(t)−P̄l(t) is the net power shortage or surplus in themicrogrid,
and Pug(t) is the power exchange with the utility grid at the time instant t. In other words, revenue
at the time instant t is de�ned as a di�erence between power exchange with the utility grid and
power demand, multiplied by the electricity price at that time instant.
Figure 5.2 shows revenue at the end of the considered one-year period for di�erent prediction

horizon lengths N , and for di�erent �nal price values ĉN which are calculated as a share of the
maximum price value over the prediction horizon de�ned by ppct in Eq. (5.18). Figure 5.3 shows
revenue when the �nal price value is determined as a mean electricity price over the prediction
horizon. Longer prediction horizons lead to higher revenue, while shorter prediction horizons are
more sensitive to penalization of the residual energy storage system state.
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Figure 5.2: Revenue at the end of the one-year period for di�erent prediction horizon lengths N and �nal
price values ĉN , which are given as a share ppct of the maximum price value over the prediction horizon.
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Figure 5.3: Revenue at the end of the one-year period when the �nal price value ĉN is determined as the mean
electricity price over the prediction horizon.

Numeric values of revenues for di�erent prediction horizon lengths and �nal price values are
shown in Table 5.2.�ree di�erent scenarios for the �nal price value selection are considered: (i)
no penalization of the residual energy storage systems state, i.e., ppct = 0%, (ii) the �nal price is
selected as the mean electricity price over the prediction horizon, and (iii) the �nal price is selected
as the best-performing electricity price over the prediction horizon considering the revenue. For
the prediction horizon length N = 2 there is a signi�cant improvement in the revenue when using
residual energy storage systems state penalization, i.e., revenue improvement is 7.2 EUR (31.3%)
in comparison between the best case and the case where no penalization is used. However, the
improvement vanishes out as the prediction horizon length gets longer, e.g., for the prediction
horizon length N = 24 the improvement is only 0.1 EUR (0.09%).
Figure 5.4 shows pro�les for closed-loop control simulation with 1-h sample time over 48-h

exemplary period beginning on 1 Jul 2013 at 00:00, using MPC scheme with N = 24 and ppct = 90%:
(i) electricity price, (ii) power production by the PV system and consumption by microgrid loads,
(iii) power exchange with the utility grid, (iv) optimal control sequence, i.e., net power exchange
with battery and fuel-cell, and (v) normalized state of charge of battery and fuel-cell. It should
be noted that the power exchange with the utility grid is not a decision (control) variable, but is
determined by the power balance in the microgrid de�ned in Eq. (5.5), i.e., it enters the optimization
algorithm as an equality constraint.�e control algorithm uses fuel-cell system as little as possible
compared to batteries stack, since overall e�ciency of the fuel-cell system is below 30%, and the
overall e�ciency of the batteries stack is over 80%. As for buying and selling electricity from the
utility grid, microgrid is importing power from the utility grid mainly during lower electricity prices,
while exporting power to the utility grid during higher electricity prices. In the whole considered
one-year period there were no optimization problem solutions for which both energy storage system
power components, charge and discharge, were di�erent than zero at the same time instant, which
con�rms validity of the used LP formulation of the optimization problem.

Table 5.2: Revenue in EUR at the end of the one-year period

Scenario Prediction horizon length (h)
2 4 6 8 10 12 14 16 18 20 22 24

No penalization 23.0 62.6 77.2 80.8 82.6 83.5 83.7 83.8 83.8 83.9 84.0 84.1
Mean price 27.6 63.7 77.8 80.9 82.7 83.5 83.7 83.8 83.8 83.9 84.0 84.1
Best case 30.2 66.4 78.4 80.8 82.8 83.5 83.7 83.8 83.9 83.9 84.0 84.2
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Figure 5.4: Pro�les for closed-loop control simulation over 48-h exemplary period beginning on 1 Jul 2013 at
00:00, using MPC scheme with N = 24 and ppct = 90%, ordered from top to bottom as follows: (i) electricity
price c, (ii) power production by the PV system Ppv and consumption by microgrid loads Pl, (iii) power
exchange with the utility grid Pug, (iv) optimal control sequence, i.e., net power exchange with battery Pbat

and fuel-cell Pfce, and (v) normalized state of charge of battery xbat and fuel-cell xfce.
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5.4 Power �ow management in stochastic framework

Power �ow management in a stochastic framework can be implemented in many di�erent ways,
each having its pros and cons. In this section power �ow management in deterministic framework
developed in previous section is extended to include prediction uncertainty by means of chance
constrains applied to the utility grid constraints.

5.4.1 Objective function

To account for power prediction uncertainty, the economic criterion in Eq. (5.10) is rede�ned via
expectation operator E[⋅] as follows:

J(u, x0, c, v) = E [N−1∑
k=0

ckPug
k ∆T] . (5.20)

It should be noted that the penalization of residual energy storage systems state ĉN x̂N is not consid-
ered here since it was shown by simulations that it does not have any e�ect on the revenue for longer
prediction horizons.�e disturbance is de�ned as:

v = v̄ + ṽ , (5.21)

where v̄ is the disturbancemean (expectation), and ṽ is the disturbance uncertainty which is assumed
to follow the Gaussian distribution, i.e., ṽ ∼ N (0, σ2). Since uncertainty ṽ is assumed to be white
noise, i.e., E[ṽ] = 0, the prediction uncertainty does not a�ect the objective function in Eq. (5.20).
5.4.2 System constraints

All system constraints are the same as in the previous section, except for the utility grid constraints
de�ned in Eq. (5.13b) with respect to power balance in Eq. (5.5), since that is the only place where
stochastic disturbances enter the microgrid equations.�e utility grid constraints are rede�ned via
chance constraints, i.e., as a probability that the constraints on Pug

k will not be violated at a certain
time instant k, as follows:

prob(Si Pug
k ≤ si) ≥ 1 − αi , 0 < αi < 1, ∀i , (5.22)

where prob(⋅) is probability function, Si and si are parameters that are de�ned with respect to
Eqs. (5.2), (5.7b) and (5.13b), and αi is the user-de�ned probability level that the i-th constraint will
be violated. In this way, the utility grid will compensate any error in realization of power production
and consumption predictions. Note that the hard constraints can be approximated with chance
constraints by setting the αi to a very small positive value.
In two-stage stochastic programming [121], the number of constraint violations is minimized

in the objective function, without any real measure when will these violations occur. Also, there
is no real measure in which amount the utility grid constraints will be violated, since stochastic
variable ṽ is unbounded due to the de�nition of Gaussian distribution.�is feature can be easily
implemented in the objective function de�ned in Eq. (5.20) by rede�ning the electricity price not
to be constant outside de�ned range, but to penalize any constraint violation with higher or lower
electricity price for power exchange outside of the de�ned limits, imposed to the microgrid by the
utility grid. However, this feature would not completely prevent the constraints violation, but it
would rather keep the violation occurrence as rare as possible.
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To solve the probability inequality (i.e., chance constraints) de�ned in Eq. (5.22), two mathemat-
ical rules were used: (i) rule for addition of independent variables that follow Gaussian distribution,
and (ii) probability calculation via cumulative distribution function (cdf). If X and Y are two
independent random processes with X ∼ N (µX , σ2X) and Y ∼ N (µY , σ2Y), then:

aX X + aY Y ∼ N (aX µX + aY µY , a2X σ2X + a2Y σ2Y), (5.23a)
prob(X ≤ λ) ≥ ξ → σXΦ−1(ξ) ≤ λ − µX , (5.23b)

where aX , aY ∈ R are real coe�cients, λ ∈ R is a scalar variable, ξ is a probability level, and Φ(⋅)
is the standard Gaussian cumulative probability function. With respect to these rules, the chance
constraints in Eq. (5.22) become:

∥SiV ⊙ σk∥
2
Φ−1(1 − αi) ≤ si − Si(Duk + Vv̄k), (5.24)

where σ = [ σpv , σl ]T is the vector with deviations of random variables in ṽk , and ⊙ is the operator
for element-wise multiplication.

5.4.3 LP formulation

Once objective function and constraints have been de�ned, the power �ow optimization problem in
LP form can be written as follows:

min
u

fTu + const.,
s.t. Ixx0 + Iuu + Ivv̄ ≤ g, (5.25)

where constant, vectors f and g, and matrices Ix, Iu, and Iv are calculated from Eqs. (5.7), (5.12),
(5.13a), and (5.24), while u and v̄ are augmented vectors de�ned in Eq. (5.9).

5.4.4 Closed-loop control

To assess the performance of the proposed approach for microgrid control in the stochastic frame-
work, the following two closed-loop control schemes are considered: (i) deterministic MPC using
only prediction mean and by neglecting uncertainty, as de�ned in Eq. (5.17), denoted as certainty
equivalence, and (ii) stochastic MPC that includes prediction uncertainty, denoted as SMPC. Uncer-
tainty description in the latter control scheme is utilized via chance constraints that are de�ned only
for the utility grid in Eq. (5.24).

�e stochastic MPC scheme, with respect to the real system dynamics de�ned in Eq. (5.16), is
de�ned as follows:

u⋆ = argmin
u

J(u, x0, c, v),
s.t. (5.12), (5.13a), (5.24),

(5.26)

where J is the objective function de�ned in Eq. (5.20), which is a linear function in u. According to
the receding horizon principle, only the �rst control vector u⋆0 from the optimal augmented control
sequence u⋆ is applied, i.e., u(t) = u⋆0 . �e optimization problem, deterministic in Eq. (5.17) or
stochastic in Eq. (5.26), is repeated again at the next time instant, with new initial energy storage
systems state, electricity price and stochastic disturbance sequences. By this approach, new optimal
control plan can potentially compensate any disturbance that has meanwhile acted on the system,
which is especially important when using uncertain predictions as inputs to control algorithm.
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5.4.5 Simulation results

Performance of the proposed approach is veri�ed on two-month simulations based on actual
meteorological, electricity price and consumption data for period from 1 Aug 2014 to 30 Sep 2014.
Numerical values for all microgrid parameters is given in Table 5.1. �e stochastic MPC-based
closed-loop control scheme with receding horizon principle is employed with N = 24 and di�erent
probability level α which is taken to be constant over the prediction horizon.
Optimal control sequences obtained by certainty equivalence and SMPC are calculated on

production and consumption predictions without or with taking into account prediction uncertainty,
respectively, whereas evaluation is done on actual measurements. Performance indicators for the
considered two-month period are shown in Table 5.3. It can be seen that by using SMPC, constraints
violations can be managed by setting the probability level α, i.e., for α = 0 SMPC operates in a robust
control fashion (no constraints violations), while for α = 0.5 it behaves as certainty equivalence since
disturbance is assumed to have symmetrical (Gaussian) distribution.

�e utility grid constraints are mainly imposed to the microgrid due to (i) the contracted
power rating between distribution system operator and the microgrid owner, and (ii) power rating
limitations on the grid-tied bidirectional power converter.�e former constraint is considered to
be so� since it can be violated, but most probably with some penalization involved, and the latter
constraint is hard due to the technical limitation of the power converter.�erefore, a more realistic
scenario would be to include penalization of constraints violations in the objective function, which
is a standard practice in power systems with big producers and consumers. In this scenario, SMPC
allows more �exibility than certainty equivalence, since it enables a trade-o� between constraints
violations and total revenue achieved.
Figures 5.5 and 5.6 show pro�les for closed-loop control simulation by using stochastic MPC

scheme with receding horizon principle with 1-h sample time over 48-h exemplary period beginning
on 6 Aug 2014 at 00:00, with prediction horizon length N = 24 and with constraints violation
probability level set to α = 0.50 and α = 0.05: (i) electricity price pro�le, (ii) power production by
the PV system and consumption by microgrid loads, (iii) power exchange with the utility grid, (iv)
optimal control sequence, i.e., microgrid energy storage systems charge and discharge pro�les, and
(v) system state responses, i.e., microgrid energy storage systems state of charge. It should be noted
that the power exchange with the utility grid is not a decision (control) variable, but is determined
by the power balance in the microgrid de�ned in Eq. (5.2). Optimal control sequence and system
states do not violate any constraints. As for the utility grid, constraints are violated at some time
instants indicated by red arrows, which is more frequent as α approaches α = 0.50. �e control
algorithm uses fuel-cell system as little as possible compared to batteries stack, due to the much
lower overall e�ciency of the fuel-cell system. As for buying and selling electricity from the utility
grid, microgrid is importing power from the utility grid mainly during lower electricity prices, while
exporting power to the utility grid during higher electricity prices.

Table 5.3: Performance indicators for di�erent closed-loop control schemes

Closed-loop control scheme Violations Violations Revenue
(kWh) (number of) (€)

Certainty equivalence 7.03 102 −0.05
SMPC with α = 0.05 1.11 12 0.15
SMPC with α = 0.25 3.42 24 0.03
SMPC with α = 0.50 7.03 102 −0.05
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Figure 5.5: Pro�les for closed-loop control simulation over 48-h exemplary period beginning on 6 Aug 2014 at
00:00, using SMPC scheme with N = 24 and α = 0.50, ordered from top to bottom as follows: (i) electricity
price c, (ii) power production by the PV system Ppv and consumption by microgrid loads Pl, (iii) power
exchange with the utility grid Pug, (iv) optimal control sequence, i.e., net power exchange with battery Pbat

and fuel-cell Pfce, and (v) normalized state of charge of battery xbat and fuel-cell xfce.
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Figure 5.6: Pro�les for closed-loop control simulation over 48-h exemplary period beginning on 6 Aug 2014 at
00:00, using SMPC scheme with N = 24 and α = 0.05, ordered from top to bottom as follows: (i) electricity
price c, (ii) power production by the PV system Ppv and consumption by microgrid loads Pl, (iii) power
exchange with the utility grid Pug, (iv) optimal control sequence, i.e., net power exchange with battery Pbat

and fuel-cell Pfce, and (v) normalized state of charge of battery xbat and fuel-cell xfce.
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5.5 Multilevel optimal control in a building

In this section, a case-study on multilevel optimal control of a microgrid-supplied cooling system in
a building is presented. Besides the DC microgrid formed in LARES, a cooling system based on a
central chiller unit which operates over 23 controllable zones equipped with fan coil units is also
considered. Performance of the proposed approach is veri�ed through four-month simulations of
the microgrid integrated with the building cooling system, in actual meteorological and electricity
price data scenario for period from 1 Jun 2014 to 30 Sep 2014.
A decision of when to buy and sell power to the utility grid and in which amount, i.e., when

to charge and discharge energy storage systems, is a complex function of the predicted microgrid
load, power production (mainly by renewable energy sources), current energy storage systems state
of charge, and of the predicted electricity price pro�le [41, 42, 121].�is function is also subject to
various constraints like capacity of energy storage systems, possible reduced availability of the utility
grid etc. Building’s cooling system control problem is de�ned as a tracking problem with properly
designed weighting matrices to ensure high level of comfort and minimal energy consumption at
the same time.�is approach is proved to outperform conventional zone controllers in terms of
energy e�ciency even in very strict comfort bounds of ±0.2 ○C around temperature set point [140].
�e two described optimization problems can be formulated as a linear program.

�ese two separate control problems are integrated together by using the MPC scheme with
receding horizon principle, such that the energy consumption plan obtained by solving the temper-
ature tracking problem is passed to the microgrid power �ow management problem. In this way,
energy storage systems within the microgrid, together with the proposed multilevel optimal control
method, fully exploit possibilities of dynamic pricing and greatly reduce cooling system operation
costs while ensuring high level of user comfort. For simplicity, only microgrid control algorithm in
deterministic framework is presented. For more details on the cooling system control see [43, 140].

5.5.1 Microgrid optimization problem

�e power �owoptimization problem introduced in Section 5.3 ismodi�ed as follows: (i) penalization
of residual energy storage systems state ĉN x̂N is not considered, (ii) di�erent electricity price is
assumedwhen buying and selling electricity, (iii) utility grid power component is treated as a decision
(control) variable with its buy and sell components, and (iv) only net disturbance, i.e., di�erence
between production and consumption in the microgrid, is considered. With respect to this, the
economic criterion in Eq. (5.10) is rede�ned as follows:

J(u, x0, c, v̄) = N−1∑
k=0

ckPug
buy,k∆T + (0.9ck)Pug

sell,k∆T , (5.27)

where the electricity price when selling is equal to 90% of the price when buying.�e power balance
in the microgrid de�ned in Eq. (5.2) is implemented in a form of an equality constraint, as follows:

1Tuk = v̄k , v̄k = P̄l
k − P̄pv

k , 0 ≤ k ≤ N − 1, (5.28)

where 1 ∈ N6 is the column-vector with all elements equal to 1, v̄ is the net disturbance mean in the
microgrid, and u = [ Pbat

dch , Pfce
dch , Pug

buy , Pbat
ch , Pfce

ch , Pug
sell ]T is the input variables vector, where Pug

sell ≤ 0 and
Pug
buy ≥ 0.�e same reasoning applies to utility grid’s buy and sell components as to storage systems’
charge and discharge components, i.e., only buy or sell component is allowed to be di�erent than
zero at the same time, but not both of them, as that would imply economic losses due to di�erent
electricity prices when buying and selling.
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Minimization of the criterion (5.27) is subject to various constraints on microgrid variables over
the future horizon. Energy storage systems state xk must always be inside the capacity limits:

xmin ≤ xk ≤ xmax, 1 ≤ k ≤ N , (5.29)

where xmin, xmax ∈ R2. Limits on power components are de�ned by the corresponding power
converter power rating, i.e., how much energy can they exchange within one time step, and also by
their physical constraints, e.g., Pbat

ch ≤ 0 and Pbat
dch ≥ 0:

umin ≤ uk ≤ umax, 0 ≤ k ≤ N − 1, (5.30)

where umin, umax ∈ R6.
Once objective function and constraints have been de�ned, the power �ow optimization problem

in LP form can be written as follows:

min
u

fTu,

s.t. Ixx0 + Iuu ≤ g,
Euu = Evv̄,

(5.31)

where vectors f and g, and matrices Ix, Iu, Eu, and Ev, are calculated from Eqs. (5.27)–(5.30), while
u and v̄ are augmented vectors de�ned in Eq. (5.9).

5.5.2 Closed-loop control

�e deterministic MPC scheme with receding horizon principle, with respect to the real system
dynamics de�ned in Eq. (5.16), is de�ned as follows:

u⋆ = argmin
u

J(u, x0, c, v̄),
s.t. (5.28), (5.29), (5.30),

(5.32)

where J is the objective function de�ned in Eq. (5.27), which is a linear function in u.

5.5.3 Simulation results

Performance of the proposed optimal control algorithm is veri�ed on four-month simulations
based on actual meteorological and electricity price data, for period from 1 Jun 2014 to 30 Sep 2014.
Historical meteorological data are provided by Meteorological and Hydrological Service (DHMZ),
Croatia, from which power production by PV array is calculated.�e deterministic MPC-based
closed-loop control scheme with receding horizon principle is employed with N = 24, where
microgrid consumption data is obtained by solving the temperature tracking problem [43]. Building
operates in two working modes: (i) the daily mode (from 06:00 to 18:00) during which temperature
requirements of end-users are set to 24 ○C, and (ii) the night mode (from 18:00 to 06:00) during
which cooling is unavailable. Allowed temperature deviations from the set-point ∆ are chosen to be±0.2 ○C, ±0.5 ○C, and ±0.7 ○C, which corresponds to limits of cyclic temperature variations of A, B
and C classes of the thermal environment de�ned by the ISO 7730 standard [141].
Revenue, i.e., economic gain, at the end of the four-month period can be calculated as:

crev = 2927∑
t=0

c(t)Pug
buy(t)∆T + (0.9c(t))Pug

sell(t)∆T , (5.33)
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where c(t) is the electricity price, and 2928 is the total number of hours in the considered time
period. In other words, revenue at the time instant t is de�ned as a di�erence between electricity
demand and imported electricity from the utility grid, multiplied by the respective electricity price.
In order to be able to evaluate impact of energy storage systems on the revenue, revenue for the case
when there are no energy storage systems involved is also calculated as:

ĉrev = 2927∑
t=0

c(t)max{0, v̄(t)} + (0.9c(t))min{0, v̄(t)}, (5.34)

where v̄ is the di�erence between production and consumption in themicrogrid, de�ned in Eq. (5.28).
Figure 5.7 shows operating costs of the microgrid and the electricity exchanged between the

microgrid and the utility grid at the end of the considered four-month period, for the three considered
values of ∆. It is shown that microgrid operating costs are signi�cantly lower when using energy
storage systems with the proposed multilevel control. However, total exchanged electricity is higher
when energy storage systems are involved, since storage systems are used for electricity trading (buy
when price is low, sell when price is high), and although economic gain is higher due to the optimal
microgrid control, some electricity is lost on charging and discharging due to storage e�ciency.
Figure 5.8 shows pro�les for closed-loop control simulation by using deterministic MPC scheme

with receding horizon principle with 1-h sample time over 48-h exemplary period beginning on
6 Jul 2014 at 00:00, with prediction horizon length N = 24 and with microgrid consumption
data obtained by solving the temperature tracking problem [140]. Meteorological pro�les over the
considered 48-h exemplary period are shown in Fig. 5.9. It is shown that the microgrid control
algorithm uses fuel-cell system as little as possible compared to batteries stack, due to much lower
overall e�ciency, i.e., fuel-cell system is used only when the di�erence between the maximum and
minimum electricity prices along the prediction horizon is large enough, so that electricity loss
is justi�ed by economic gain. Similar logic is applied to batteries, i.e., they are charged during
night-hours when electricity price is low, and are discharged during the daylight when electricity
price is high. In this way, energy storage systems in the microgrid make it act as energy bu�er
and energy cost reducer between dynamic pro�les of the cooling system electricity consumption
and variable electricity prices. �is is especially important considering integration of renewable
energy systems, since their electricity production is highly variable (intermittent) due to the strong
dependence on atmospheric conditions.
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Figure 5.7: Microgrid operating costs and total electricity exchanged with the utility grid at the end of the
four-month period, for the three considered values of ∆ (±0.2 ○C, ±0.5 ○C, and ±0.7 ○C), and two microgrid
scenarios (without and with energy storage systems). Positive cost denotes charge imposed to the microgrid,
while positive energy denotes imported electricity from the utility grid.
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Figure 5.8: Pro�les for closed-loop control simulation over 48-h exemplary period beginning on 6 Jul 2014 at
00:00, using MPC scheme with N = 24, ordered from top to bottom as follows: (i) electricity price c, (ii)
power production by the PV system Ppv and consumption by the cooling system Pl for ∆ = 0.2 ○C and η = 1,
(iii) power exchange with the utility grid Pug, (iv) optimal control sequence, i.e., net power exchange with
battery Pbat and fuel-cell Pfce, and (v) normalized state of charge of battery xbat and fuel-cell xfce.



5.5. MULTILEVEL OPTIMAL CONTROL IN A BUILDING 82

0

175

350

525

700

875

Ir
ra

di
an

ce
(k

W
/m

2 ) Gh
Dh
Bn

00:00
6 Jul 2014

04:00 08:00 12:00 16:00 20:00 00:00
7 Jul 2014

04:00 08:00 12:00 16:00 20:00 00:00
8 Jul 2014

15

20

25

30

35

40

Time (UTC)

Te
m

pe
ra

tu
re

(○ C
)

Figure 5.9: Meteorological pro�les over 48-h exemplary period beginning on 6 Aug 2014 at 00:00, ordered
from top to bottom as follows: (i) global horizontal Gh , di�use horizontal Dh , and direct normal Bn solar
irradiance components, and (ii) outside air temperature.



Chapter 6

Power �ow reference tracking

6.1 Introduction

Voltage stability in a microgrid is of great importance considering strict requirements imposed
by modern-world electronic devices.�ere are two main philosophies for microgrid’s power link
voltage control, namely distributed and centralized [44]. In distributed voltage control con�guration,
all sources and storage systems in themicrogrid contribute to the voltage control bymeans of a virtual
impedance introduced in their control loop feedback, more commonly known as a droop control
method [142–144]. However, in this scenario it is di�cult to implement power pro�les obtained by
the power �ow management algorithm on the level of a single microgrid energy storage unit, as all
sources and storage systems participate in voltage control with respect to droop coe�cients.�is
is especially important considering that key components in residential microgrids are renewable
energy systems, e.g., photovoltaic (PV) arrays, which in distributed control con�guration have to
cut-down their power output just to be able to participate in voltage control. In centralized voltage
control con�guration, one of the microgrid components (a master) controls the voltage level, while
other components (slaves) can inject any current within technical limits of the microgrid. It should
be noted that the master has to be able to both sink and source current in order to compensate for
sudden voltage swell and sag, respectively, which is why themaster is usually an energy storage system
or the utility grid. In this chapter the centralized voltage control con�guration is considered in which
(i) an ultracapacitor controls the DC link voltage, (ii) power exchange with battery and utility grid is
controlled with respect to optimal power �ows obtained by the power �ow management algorithm,
(iii) PV array operates in the maximum power point tracking (MPPT) mode to deliver the maximum
available power, and (iv) microgrid load is assumed to be unidirectional and uncontrollable.

�e power �ow references for battery and utility grid obtained by the power �ow management
algorithm with 1-h sample time, discussed in Chapter 5, achieve optimal microgrid techno-economic
operation with respect to de�ned objective and system constraints, and to system current state
and future stochastic disturbances such as power production by PV array and consumption by
microgrid loads. Disturbances used by the power �owmanagement algorithm are predicted with 1-h
time resolution for one-day ahead, i.e., as averages within the hour period. However, disturbances
realization can signi�cantly deviate from their hour averages on a faster time scale which could
lead to microgrid constraints violation if power �ow references in 1-h domain are directly applied.
For example, if ultracapacitor is set to control the DC link voltage and optimal 1-h-average power
�ow references are directly applied to battery and utility grid, due to relatively low ultracapacitor

Part of the research presented in this chapter is published in the following paper:
M. Gulin, M. Vašak, and T. Pavlović, "Dynamical Behaviour Analysis of a DCMicrogrid in Distributed and Centralized

Voltage Control Con�gurations," in Proceedings of the 2014 IEEE 23rd International Symposium on Industrial Electronics,
ISIE 2014, pp. 2361–2366, Istanbul, Turkey, 2014.
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capacity it could easily happen that the ultracapacitor gets fully charged or discharged depending
on disturbances realization, in which case some other microgrid component has to take control of
the DC link voltage.�is leads to a complex microgrid control structure based on state machines
and does not guarantee that microgrid will always operate in optimal way and within its technical
constraints. In this chapter a power �ow reference tracking control algorithm is developed which
adjusts optimal 1-h-average power �ow references for battery and utility grid on a much faster time
scale, i.e., every 10 s, and makes sure that the microgrid operates within its constraints.�e tracking
algorithm is based on convex optimization and is formulated as a linear program (LP), and the
model predictive control (MPC) scheme with receding horizon principle is employed for closed-loop
control. An academic-free professional solver IBM ILOGCPLEX 12.6 was used to solve optimization
problems, and YALMIP [135] was used for easier and faster control algorithm implementation.

�is chapter is organized as follows. In Section 6.2 a dynamic model of the considered DC
microgrid is given. In Section 6.3 a closed-loop power �ow reference tracking control algorithm
based on the model predictive control scheme is developed. Simulation results of the DC link voltage
control based on real data are given in Section 6.4.

6.2 DC microgrid model

6.2.1 Power balance

�e DC microgrid considered here consists of (i) PV array, (ii) battery, (iii) ultracapacitor, (iv)
uncontrollable load, and (v) is connected to the utility grid via bidirectional power converter.
Optimal power �ows for battery and utility grid with 1-h sample time is obtained by the power
�ow management algorithm, while the PV array operates in MPPT mode to deliver the maximum
available power. It should be noted that the ultracapacitor is not considered in the power �ow
management algorithm as its capacity is much lower compared to the battery capacity. Figure 6.1
shows a power balance diagram for the considered DC microgrid.

Ppv Puc Pbat Pug Pl

Source Storage Load

Figure 6.1: Power balance diagram in the considered DC microgrid.

�e following power balance equation in the microgrid is always satis�ed:

Ppv + Puc + Pbat + Pug = Pl, (6.1)

where Ppv is power production by the PV array, Pl is power consumption by microgrid loads,
while Puc, Pbat, and Pug are net power exchange with ultracapacitor, battery, and utility grid. By
convention used here, power components are positive when supplying power to the microgrid’s DC
link, e.g., power components Pbat and Puc will be negative for charging and positive for discharging
from the energy-storage-system point of view, and power component Pug will be negative for
exporting (selling) and positive for importing (buying) power from the utility grid. Load is assumed
always to be unidirectional, and due to the convention the power component Pl is always positive
which is why it enters the power balance equation from the other side of the equality sign.
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6.2.2 Dynamic system model

Energy storage systems are modeled by discrete-time �rst-order di�erence equations with 10-s
sample time.�e utility grid is treated here also as an energy storage system, for reasons that will be
obvious once the objective function is de�ned.�e dynamic system model is:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
xbat

k+1 = xbat
k − Pbat

k ∆T ,
xuc

k+1 = xuc
k − Puc

k ∆T ,
xug

k+1 = xug
k − Pug

k ∆T ,
(6.2)

where k is the discrete time instant, ∆T = 10 s is the sample time, Pk is the mean power within one
time step starting at k∆T , and xk is state of charge of a particular energy storage system at k∆T .
Unlike the approach introduced in Section 5.2 based on power components decomposition to charge
and discharge components, e�ciency of energy storage systems is neglected here, i.e., it is assumed
that storage systems are 100% e�cient which will be discussed in more detail later.

�e equality constraint in the microgrid follows from the power balance de�ned in Eq. (6.1):

Puc
k = −(Pbat

k + Pug
k ) − (Ppv

k − Pl
k), (6.3)

where Ppv and Pl are prediction variables subject to unpredictable noise:

Ppv
k = P̄pv

k + P̃pv
k , Pl

k = P̄l
k + P̃l

k , (6.4)

where P̄pv
k = E[Ppv

k ] and P̄l
k = E[Pl

k] are prediction expectation, while P̃pv
k and P̃l

k are prediction
uncertainty, i.e., unpredictable noise. Considering that the DC link has a �nite capacity, any deviation
in the power balance due to unpredictable noise that acts on disturbances leads to voltage �uctuations.
In centralized voltage control con�guration it is expected that the ultracapacitor will compensate
unpredictable power deviations, but without the power �ow tracking algorithm it could happen that
the ultracapacitor gets fully charged or discharged depending on disturbances realization, in which
case it cannot control the DC link voltage anymore.

�e microgrid equations (6.2) and (6.3) can be written in a matrix form as follows:

xk+1 = Axk + Buk + Vvk , (6.5)

where x = [ xbat , xuc , xug ]T is the system state vector, u = [ Pbat , Pug ]T is the input variables vector,
v = [ Ppv , Pl ]T is the disturbance vector, and system matrices A, B, and V are calculated with respect
to Eqs. (6.2)–(6.4).

6.3 Tracking problem formulation

�e power �ow tracking optimization is formulated based on (i) current battery and ultracapacitor
state of charge, (ii) current measurements of disturbances that act on the microgrid, i.e., power
production by PV array and consumption by microgrid loads, (iii) optimal power �ows for battery
and utility grid with 1-h sample time obtained by the power �ow management algorithm, and (iv)
user-de�ned weighting coe�cients that de�ne the tracking algorithm strategy. Results of the power
�ow tracking optimization aremodi�ed power �ows for battery and utility grid with 10-s sample time
that ensure microgrid stability with respect to disturbances realization by keeping the ultracapacitor
state of charge always at half of its usable capacity.�emodel predictive control schemewith receding
horizon principle is used for closed-loop power �ow reference tracking control.



6.3. TRACKING PROBLEM FORMULATION 86

6.3.1 Objective function

�e power �ow management algorithm that operates with 1-h sample time outputs optimal power
�ow references for battery and utility grid, on every full hour for the next 24 hours.�e microgrid is
simulated with 10-s sample time by using optimal power �ows to generate state of charge trajectories
of energy storage systems, as follows:⎧⎪⎪⎨⎪⎪⎩

X bat
j+1 = X bat

j −Pbat
h ηbat(Pbat

h )∆T ,X ug
j+1 = X ug

j −Pug
h ηug(Pug

h )∆T ,
0 ≤ j ≤ 8639, (6.6)

where j is the discrete time instant, ∆T = 10 s is the sample time, 8640 is the total number of 10-s
intervals within a day, h = ⌊ j

360⌋ is the discrete time instant with 1-h sample time, X is simulated
state of charge of the energy storage system, P are optimal power �ows with 1-h sample time, and
η(⋅) is the e�ciency function of the corresponding energy storage system. It should be noted thatX ug
0 = 0 Wh and ηug = 1, battery e�ciency is ηbat = 0.9 for charging and ηbat = 1

0.9 for discharging,
while X bat

0 is equal to the current (estimated) battery state of charge, i.e., X bat
0 = xbat

0 .
�e following power �ow reference tracking criterion J of the microgrid operation is considered:

J(u, x0,X , v−1) = N−1∑
k=0

(Wbat ∣δbat
k ∣ +Wuc ∣δuc

k ∣ +Wug ∣δug
k ∣), (6.7)

where N is the prediction horizon length,W are weighting coe�cients whose ratio will determine
which deviation will be penalizedmore, v−1 is the disturbancemeasurement, u andX are augmented
input and state of charge trajectory vectors for the whole prediction horizon, and δk is deviation
from the optimal state of charge trajectory at the discrete time instant k, as follows:

δk = Xk − xk , (6.8)

whereX is the optimal state of charge trajectory, and x is state of charge of the energy storage system,
evolution of which is de�ned in Eq. (6.5). Unlike in the power �ow management algorithm, power
production by PV array and consumption by microgrid loads are not predicted here, as it is di�cult
to predict such disturbances on a 10-s time scale. Disturbances are kept constant throughout the
prediction horizon, i.e., they are set tomeasured values at the beginning of the prediction horizon v−1.
Target for the ultracapacitor state of charge X uc is set to half of its usable capacity, in which case the
ultracapacitor is always ready to compensate power surplus and shortage in the microgrid.�e only
reason to treat the utility grid as an energy storage system is to be able to generate a trajectory for
optimal power exchange between the microgrid and the utility grid with 10-s sample time.
In Section 5.2 it is proposed to decompose power components to charge and discharge compo-

nents due to di�erent e�ciency when charging and discharging an energy storage system, in order
to avoid binary variables in the microgrid model which would lead to a computationally expensive
mixed integer linear program (MILP) formulation of the optimization problem. However, this
works only in case when the objective function is de�ned to penalize charge and discharge power
components of a single energy storage system being di�erent than zero at the same time, which is
true in case of economic-based criterion since charging and discharging at the same time implies
power losses on storage e�ciency. Considering the tracking criterion de�ned in Eq. (6.7), depending
on the weighting coe�cients and operating conditions, it could happen that optimization results
in pro�les that would tend to dissipate power by trying to charge and discharge the storage system
at the same time, which is physically not possible. For that reason, storage system e�ciency is not
considered in the dynamic model de�ned in Eq. (6.2), whereas the alternative would be to introduce
binary variables to the dynamic model. It is expected that the introducedmicrogrid model error does
not a�ect optimization results at faster time scales, and is compensated in the closed-loop control.
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6.3.2 System constraints

Minimization of the objective function de�ned in Eq. (6.7) is subject to various constraints on
microgrid variables over the future horizon.�ese constraints can be either physical or designer-
introduced in order to protect the system and prolong its life. Storage systems state xk must always
be inside capacity limits, while limits on power components uk are de�ned by the corresponding
power converter power rating, i.e., how much energy can they exchange within one time step:

xmin ≤ xk ≤ xmax, 1 ≤ k ≤ N , (6.9a)
umin ≤ uk ≤ umax, 0 ≤ k ≤ N − 1, (6.9b)

where xmin, xmax ∈ R3 and umin, umax ∈ R2.
6.3.3 LP formulation

Once objective function and constraints have been de�ned, the power �ow reference tracking
problem in LP form can be written as follows:

min
u

fTu + const.,
s.t. Ixx0 + Iuu + Ivv−1 ≤ g, (6.10)

where constant, vectors f and g, and matrices Ix, Iu, and Iv are calculated from Eqs. (6.5)–(6.9).

6.3.4 Closed-loop control

�e model predictive control (MPC) scheme [139] is used for closed-loop power �ow reference
tracking in the considered microgrid. Solution to the MPC problem yields a trajectory of states and
inputs (i.e., control signals) that satisfy the dynamics and constraints of microgrid operation while
optimizing some given criteria [62].
Let the real system dynamics be

x(t + 1) = Ax(t) + Bu(t) + Vv(t). (6.11)

At each discrete time instant t, i.e., every 10 s, the MPC scheme computes the optimal control
sequence u⋆ given initial energy storage systems state x0 = x(t), the disturbance measurements
v−1 = v(t − 1), and state of charge trajectory X calculated from optimal power �ows P obtained by
the power �ow management algorithm with respect to t, as de�ned in Eq. (6.6):

u⋆ = argmin
u

J(u, x0,X , v−1),
s.t. (6.9),

(6.12)

where J is the objective function de�ned in Eq. (6.7), which is a linear function in u. According to
the receding horizon principle, only the �rst control vector u⋆0 from the optimal augmented control
sequence u⋆ is applied, i.e., u(t) = u⋆0 . Note that u⋆0 contains control inputs only for the battery and
utility grid, while the ultracapacitor controls the DC link voltage by compensating any deviation
in the power balance due to unpredictable disturbances.�e optimization problem in Eq. (6.12)
is repeated again at the next time instant with new initial storage systems state, optimal state of
charge trajectory, and disturbance measurements. By this approach, new optimal control plan can
potentially compensate any disturbance that has meanwhile acted on the system.
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6.4 Simulation results

In this section performance veri�cation of the proposed power �ow reference tracking control
algorithm is presented. For the sake of simplicity the microgrid load is assumed to be constant
throughout an hour period, whereas true (measured) PV array power production data from LARES
for 9 Aug 2016 in 1-s time base shown in Fig. 6.2 is used for veri�cation.�e initial state of charge
and optimal hour-based power �ow pro�les for battery and utility grid are carefully designed to
generate a scenario that best shows e�ectiveness of the proposed approach. Numeric values of all
microgrid parameters de�ned in this chapter are given in Table 6.1.

�e weighting coe�cients w in objective function de�ned in Eq. (6.7) are designed to penalize
the ultracapacitor state of charge deviation the most. In this way, the power �ow reference tracking
control algorithm will prevent the ultracapacitor from participating in power �ow management,
and use it only to compensate fast stochastic changes in disturbances. Target for the ultracapacitor
state of charge is constant throughout the prediction horizon, and is set to half of its usable capacity
in order to keep the ultracapacitor always ready to compensate both power shortage and surplus,
which addresses the stochastic nature of disturbances. Two di�erent scenarios are considered for
the battery and utility grid weighting coe�cients: (i) battery state of charge deviation is penalized
more than the utility grid deviation, and (ii) the utility grid deviation is penalized more than the
battery deviation.�e optimization algorithm will adapt the power �ow reference with respect to
disturbances realization for the system with smaller weighting coe�cient.�e prediction horizon
length is designed with respect to ultracapacitor’s capacity and power rating and is set to N = 6
which corresponds to 60 s. During this time, starting at half of its usable capacity at the beginning
of the prediction horizon, in worst case scenario the ultracapacitor reaches its capacity limits.
In the centralized voltage control con�guration, the ultracapacitor controls the DC link voltage

by compensating unpredictable power shortage or surplus due to disturbances realization, as follows:

Puc(t) = −Pbat(t) − Pug(t) − Ppv(t) + Pl(t), (6.13)

where Pbat and Pug are modi�ed power �ow references applied to battery and utility grid, obtained
by solving the optimization problem in Eq. (6.12), while Ppv and Pl are PV array power production
andmicrogrid consumption realization. It should be noted that if hour-average power �ow references
are directly applied to battery and utility grid, the ultracapacitor would soon be unable to control
the DC link voltage as its capacity is not large enough to be able to compensate deviations in power
production and consumption disturbances for too long.�e ultracapacitor should only compensate
fast stochastic changes and should not participate in the power �ow management.
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Figure 6.2: Power output of the PV array in LARES on 9 Aug 2016 in 1-h and 1-s time bases.
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Table 6.1: Microgrid parameters used in simulation

ηbat
ch 0.9 ηbat

dch 0.9 Battery charge and discharge e�ciency
ηuc
ch 1.0 ηuc

dch 1.0 Ultracapacitor charge and discharge e�ciency
ηug
ch 1.0 ηug

dch 1.0 Utility grid charge and discharge e�ciency
xbat
min 2000 xbat

max 10000 Battery state of charge limits (Wh)
xuc
min 10 xuc

max 100 Ultracapacitor state of charge limits (Wh)
xug
min −∞ xug

max ∞ Utility grid state of charge limits (Wh)
Pbat
min −3.5 Pbat

max 3.5 Battery power converter power limits (kW)
Puc
min −3.5 Puc

max 3.5 Ultracapacitor power converter power limits (kW)
Pug
min −3.5 Pug

max 3.5 Utility grid power converter power limits (kW)

Two characteristic hour periods are identi�ed from the considered exemplary day shown in
Fig. 6.2: (i) from 07:00 to 08:00, i.e., when true power production is lower than the hour-average at
the beginning and higher at the end of the hour period, and (ii) from 14:00 to 15:00, i.e., when true
power production is higher than the hour-average at the beginning and lower at the end of the hour
period.�e two characteristic hour periods combined with considered two di�erent strategies to
penalize state of charge deviations for battery and utility grid yield 4 simulation scenarios in total.
Additional two simulation scenarios are built from the two considered hour periods for case when
battery state of charge deviation is penalized the least and it operates near its physical limits. Pro�les
for closed-loop control simulation in 1-s time base for the considered 6 simulation scenarios are
shown in Figs. 6.3–6.8, while numeric values of all control-related parameters are given in Table 6.2.
Simulation results con�rm the initial hypothesis, i.e., the power �ow reference tracking control
algorithm (i) adapts power �ow reference for the system with lowest weighting coe�cient value, (ii)
ensures that the microgrid will always operate within its limits (see Figs. 6.5 and 6.8), and (iii) uses
only the ultracapacitor to compensate fast stochastic disturbances, thus keeping the DC link voltage
stable. It should be noted that in practical microgrid applications it might be bene�cial to prefer that
the utility grid helps with the power �ow management (see Figs. 6.3 and 6.6), in order to avoid fast
transitions between battery charge and discharge cycles, especially considering that deviations from
the optimal state of charge trajectory for the utility grid within an hour do not impose any additional
costs, as long as power exchange with the utility grid at the end of the hour period corresponds to
the original plan agreed with the distribution system operator.

Table 6.2: Numeric values of control-related parameters for the considered simulation scenarios

Scenario 1N 1Wuc 1Wbat 1Wug 2xbat 2xuc 2xug 3Ppv 4Pl 5Pbat 5Pug

Figure 6.3 6 20 15 10 8000 55 0 1745 1945 100 100
Figure 6.4 6 20 10 15 8000 55 0 1745 1945 100 100
Figure 6.5 6 20 10 15 2140 55 0 1745 1945 100 100
Figure 6.6 6 20 15 10 4000 55 0 1484 1284 −100 −100
Figure 6.7 6 20 10 15 4000 55 0 1484 1284 −100 −100
Figure 6.8 6 20 10 15 9880 55 0 1484 1284 −100 −100
1 User-de�ned optimization parameters that de�ne power �ow reference tracking strategy
2 State of charge at the beginning of the hour period in Wh
3 Measured (true) PV array power production hour-average in W
4 Microgrid load in W, assumed to be constant throughout the hour period
5 Optimal battery and utility grid power �ow references for the considered hour period in W
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Figure 6.3: Pro�les for closed-loop control simulation in 1-s time base over 1-h exemplary period beginning
on 9 Aug 2016 at 07:00 for case when utility grid state of charge deviation is penalized the least. From top
to bottom: (i) power output from the PV array in LARES, (ii) ultracapacitor, battery, and utility grid power
components, (iii-v) ultracapacitor, battery, and utility grid state of charge.
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Figure 6.4: Pro�les for closed-loop control simulation in 1-s time base over 1-h exemplary period beginning
on 9 Aug 2016 at 07:00 for case when battery state of charge deviation is penalized the least. From top to
bottom: (i) power output from the PV array in LARES, (ii) ultracapacitor, battery, and utility grid power
components, (iii-v) ultracapacitor, battery, and utility grid state of charge.
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Figure 6.5: Pro�les for closed-loop control simulation in 1-s time base over 1-h exemplary period beginning
on 9 Aug 2016 at 07:00 for case when battery state of charge deviation is penalized the least and it operates
near its physical limits. From top to bottom: (i) power output from the PV array in LARES, (ii) ultracapacitor,
battery, and utility grid power components, (iii-v) ultracapacitor, battery, and utility grid state of charge.
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Figure 6.6: Pro�les for closed-loop control simulation in 1-s time base over 1-h exemplary period beginning
on 9 Aug 2016 at 14:00 for case when utility grid state of charge deviation is penalized the least. From top
to bottom: (i) power output from the PV array in LARES, (ii) ultracapacitor, battery, and utility grid power
components, (iii-v) ultracapacitor, battery, and utility grid state of charge.
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Figure 6.7: Pro�les for closed-loop control simulation in 1-s time base over 1-h exemplary period beginning on
9 Aug 2016 at 14:00 for case when battery state of charge deviation is penalized the least. From top to bottom:
(i) power output from the PV array in LARES, (ii) ultracapacitor, battery, and utility grid power components,
(iii-v) ultracapacitor, battery, and utility grid state of charge.
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Figure 6.8: Pro�les for closed-loop control simulation in 1-s time base over 1-h exemplary period beginning
on 9 Aug 2016 at 14:00 for case when battery state of charge deviation is penalized the least and it operates
near its physical limits. From top to bottom: (i) power output from the PV array in LARES, (ii) ultracapacitor,
battery, and utility grid power components, (iii-v) ultracapacitor, battery, and utility grid state of charge.
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