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Introduction 

In recent years, the integration of technology has revolutionized the field of sport, from 

Video Assistant Referees (VARs) in football [1], Hawkeye in tennis [2], and similar tools 

that dissect every crucial moment, to wearable sensors that monitor physical performance in 

everyday life. Furthermore, the technological (r)evolution extends beyond just the physical 

side of sports, encompassing the psychological and emotional aspects as well. Facial 

emotion recognition (FER), a cutting-edge application of artificial intelligence, offers a new 

frontier in understanding and enhancing the mental game of athletes.  

FER technology, which analyzes facial expressions to detect emotions, has significant 

potential in the realm of tennis, since tennis is a sport of mental fortitude, as much as it is of 

physical prowess, requiring the players to employ various psychological strategies to 

maintain focus, remain calm, and recover quickly from setbacks throughout the whole match 

lasting up to 10 hours long in extreme cases [3]. The ability to manage emotions during a 

match can either make or break a tennis player, making mental agility a pivotal factor in the 

performance of tennis athletes. Therefore, outward emotions displayed by players during 

matches provide a window into their mental state, and their recognition and analysis can 

offer valuable insights into the dynamics of the game and the mental challenges that the 

players face.  

This thesis explores the application of FER in the context of tennis, aiming to bridge the gap 

between physical and mental performance analysis. First, a new dataset containing videos of 

players’ emotions is created, capturing a wide range of emotional expressions during 

matches. Later, the videos are meticulously processed to ensure consistency and quality, 

preparing them for use in machine learning models with architectures that include 2D CNNs, 

3D CNNs, and transformers, which are implemented to identify the most accurate model for 

emotion recognition. The results are then thoroughly analyzed to evaluate the effectiveness 

of each approach in understanding emotions during tennis performance.  

By leveraging FER, the goal is to provide a tool that can assist players and coaches in 

managing these emotions more effectively. As the sport continues to evolve with 

technological advancements, integrating FER into tennis could mark a significant step 
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forward in optimizing the mental aspects of the game, ultimately leading to better 

performance and more consistent success on the court. 
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1. Tennis 

Tennis is a widely spread sport with a history that can be traced back to the 11th and 12th 

century France. It rapidly gained popularity in modern society during the second half of the 

20th century becoming one of the most popular sports today. 

Played either by opposing individuals (singles) or by two teams of two players (doubles), 

the sport is played on a rectangular court divided by a net.  

A single match is divided into sets, which are divided into games. To win a set, a player must 

win at least six games by a margin of two. In the event of a 6-6 tie in games, a tiebreaker is 

often used to decide the set, where players alternate serves, and the first to reach seven points 

with a two-point lead wins the set. Matches are usually played as best-of-three or best-of-

five sets, depending on the tournament rules. 

The scoring within games follows a unique system: points are awarded as 15, 30, 40, and 

game, with the requirement to win by at least two points to secure the game. If both players 

reach 40, known as “deuce,” the game continues until one player wins two consecutive 

points.  

In line with the popularity of tennis, there are thousands of tournaments, for both male and 

female players, played across the year globally, ranging from local and regional competitions 

to international events. The most prestigious, major tournaments, also known as Grand Slam 

tournaments, stand out as the pinnacle of tennis excellence, offering the highest levels of 

competition and recognition. These tournaments include Wimbledon, the US Open, the 

French Open, and the Australian Open. Distinguished by their unique court surfaces, Grand 

Slams add to the variety and challenge of the sport - Wimbledon is played on grass, the US 

Open on hard court, the French Open on clay, and the Australian Open on hard court, each 

offering a unique experience of playing the sport, as well as the watching.  

1.1. Technology in Tennis 

In recent years, technology has taken up a key transformative role in tennis, dramatically 

altering how the game is played, officiated, analyzed, and watched. Taking Hawk-Eye as an 

example, its cutting-edge technology has revolutionized line calling by providing accurate, 

real-time data on whether the ball is in or out. This technology not only enhanced the fairness 
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in the game but also reduced the psychological pressure on players and officials, knowing 

that decisions can be objectively verified [2]. In addition to Hawk-Eye, advancements in 

racket technology have allowed for more powerful and precise shots, while wearable sensors 

now monitor players’ physical performance, tracking metrics like heart rate, speed, and even 

sweat levels to optimize training and in-match strategy.  

Technology giants have had a big impact on tennis, with the greatest impact coming from 

IBM. IBM has found tennis to be the right ground for technological innovations, providing 

advanced data analytics and AI-driven insights for major tournaments, such as Wimbledon 

and the US Open [4] [5] [6], and using technologies like Watson to offer real-time match 

statistics player performance analysis and predictive insights [7]. Furthermore, IBM’s 

PointStream technology delivers detailed point-by-point analysis, helping both fans and 

commentators understand the intricacies of the matches [8].  

As technology continues to evolve, its influence on tennis will likely expand further, 

enhancing the experience for players and fans alike while shaping the future of the sport. So, 

with ongoing innovations on the horizon, the intersection of technology and tennis promises 

to redefine what is possible on and off the court. 
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2. Emotions 

Emotions are fundamental to the human experience, greatly shaping thoughts, behaviors, 

and interactions with the world of every individual. While individual experiences of 

emotions are essentially unique, universal definitions are provided to make emotions less 

abstract.   

Emotions are described as brief affective states elicited as responses to discrete stimuli 

whereas moods are defined as long-lasting affective states [9]. Moreover, discrete emotions 

are defined as specific, identifiable emotional states, such as anger, happiness, or sadness 

that can easily be distinguished from one another due to their distinct causes and unique 

physiological patterns [10].  

Emotional states can further be described using terms like valence and arousal. Valence 

refers to the pleasantness or the unpleasantness of an emotion, helping to understand whether 

an emotion is intrinsically experienced as positive or negative, thus providing insight into its 

hedonic tone. On the other hand, arousal refers to the intensity of an emotional experience, 

indicating the energy or activation associated with the emotion, ranging from calming low-

arousal states to stimulating high-arousal states [11], [12]. For instance, joy is usually 

characterized as a high-valence, high-arousal state, while sadness is low-valence and low-

arousal, reflecting their impact on both the psychological and physiological state of an 

individual. Since emotions have such an influence on everyday life, classifying emotions has 

also been extensively researched in the field of psychology resulting in various proposed 

models, such as:  

• Plutchik's Wheel of Emotions, proposed by Robert Plutchik in the 1980s, is a model 

that organizes emotions into eight primary bipolar categories joy vs. sadness, trust 

vs. disgust, fear vs. anger, and surprise vs. anticipation, which can further be 

combined to form more complex emotions (e.g. joy and trust combined form love) 

[13]. This model visually represents how primary emotions interact and blend to 

create more nuanced emotional experiences. 

• Ekman's Basic Emotions model presents emotions that are universally recognized 

across different cultures. The initial work categorized emotions into 6 categories: 

happiness, sadness, fear, anger, surprise, and disgust. Each of these emotions is 

expressed in individuals with a set of specific facial expressions and gestures 
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acknowledged in the same manner globally. For example, happiness is characterized 

by smiling - the corners of the mouth turning up, often accompanied by crinkling 

around the eyes. Fear is, on the other hand, identified with wide eyes, raised upper 

eyelids, tensed low eyelids, and eyebrows drawn together [14].  

• The Circumplex Model of Affect was proposed by James Russell, and it maps 

emotions on a two-dimensional circular space, defined by arousal (high vs. low) and 

valence (positive vs. negative). Emotions are then plotted around the circumference 

of the circle, demonstrating how they relate to one another and vary in intensity and 

positivity [11] (Figure 2.1). Similar to Plutchik's Wheel of Emotions [13] this model 

also helps in understanding the complex interplay between different emotions and 

their underlying dimensions.   

 

Figure 2.1 Circumplex model of affect  

• James Russell opposes the idea of basic, biologically hardwired emotions in his later 

work with the Core Affect and Psychological Construction of Emotion model 

which suggests that emotions are constructed from more fundamental psychological 

ingredients such as core affect and conceptual knowledge to emphasize the role of 

individual experiences and cognitive processes in shaping emotional responses, 
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inherently suggesting the dynamic nature of emotions instead of the more static, fixed 

one. 

2.1. Emotions in Tennis 

Emotions play a critical role in all sports by influencing athletes' cognitive, affective, and 

behavioral responses [15]. The competitive environment, high pressure, and expectations 

represent situations not usually experienced in such combination by non-athletes which often 

evoke strong emotional reactions. Emotions in sports can arise from various sources such as 

competition stress, performance outcomes, and social interactions, and can impact the 

athletes' performance both positively and negatively.  

Specifically in tennis, positive valence can manifest as joy after winning a crucial point or 

the feeling of relief after finishing a long rally on the winning side. 

Conversely, negative valence is evident when a player makes an unforced error and loses a 

point or doesn't hit the serve inside the borders on the opponent's side. 

Evaluating the arousal of the tennis players during the matches can sometimes be 

straightforward, such as when the players smash their rackets indicating high stress and 

anger. On the other hand, in situations it may be more complex, involving analyzing subtle 

facial features. Since tennis is a specific sport, in which some moments in the match are 

more crucial than others, such as breakpoints, set points, or tie breaks, during those moments 

high arousal is more emphasized since the pressure on the players is higher. In such 

instances, it's highly important that the players keep their emotions under control and not 

succumb to the stress.  This ability to manage emotions effectively under high-pressure 

situations can often distinguish successful athletes from their peers. 

Monitoring and analyzing players' emotional states can help them identify situations that 

impact their emotions and highlight areas for focused mental training. Emotion recognition 

could also provide real-time feedback during the matches, aiding players in managing their 

emotions to maintain optimal performance.  

In this paper, Ekman's Basic Emotions [14] model was utilized to facilitate the recognition 

and analysis of tennis players' emotions through their facial expressions during matches. 

This model was deemed the most appropriate since it identifies fundamental emotions, 

shared among all individuals, so the emotions are more recognizable across diverse players, 
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irrespective of the cultural backgrounds. Moreover, it offers a collection of ordinary tell-tale 

signs for each emotional state, simplifying the labeling process. The model was implemented 

with an extended set of emotions containing also a neutral state.  All these features make 

Ekman's comprehensive approach particularly useful in the context of FER due to its 

simplicity and robustness, and by focusing on this set of basic emotions, machine learning 

systems can more efficiently and accurately classify facial expressions, either by training 

new models from scratch or by using already trained models in combination with transfer 

learning. 
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3. FER 

Facial Emotion Recognition (FER), a branch of the computer vision field, is nowadays 

rapidly gaining attention as advancements in machine learning and computer vision make it 

increasingly accurate and versatile. To name a few areas of interest for FER and how its 

applications: 

• Gaming industry - In recent years, facial emotion recognition has seen a significant 

interest in the gaming industry, increasingly being integrated into the gaming 

industry to enhance player experience and engagement. By analyzing players’ facial 

expressions in real time, games can dynamically adjust difficulty levels, storylines, 

and interactions based on the player’s emotional state, creating a more immersive 

and personalized gaming experience. FER can also be used in multiplayer settings to 

improve communication and collaboration, as avatars can mimic players’ real 

emotions [15], [16].  

• Healthcare - FER has been extensively studied for its usefulness in the healthcare 

industry, potentially used to assess and track the emotional states of patients with 

mental health conditions, such as depression, anxiety, or autism, providing healthcare 

professionals with valuable insights into their emotional well-being over time or for 

early recognizing the signs of mental disorders. Emotion recognition can also assist 

in pain assessment, particularly for patients who may be unable to communicate their 

discomfort verbally, allowing for more accurate and empathetic care [17].  

• Robotics - Another important industry that utilizes FER is robotics [18], particularly 

for enhancing human-robot interaction. By integrating FER, robots can detect and 

respond to human emotions, making interactions more intuitive and empathetic. This 

capability is crucial for in-service robots, where understanding and reacting to user 

emotions can improve customer satisfaction and efficiency. In healthcare, social 

robots equipped with FER can provide emotional support and companionship to 

patients, particularly the elderly or those with cognitive impairments, fostering a 

more personalized and responsive caregiving environment [19], [20].  

[21] also mentions the military sector, automotive industry, marketing, and education as 

grounds for facial emotion recognition implementation. There are many benefits to FER, and 

new uses for it in the real world are discovered every day. 
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3.1. Datasets 

Datasets in Facial Emotion Recognition play a key role in training and evaluating models, 

and their evolution reflects the evolution of the field. These datasets can be categorized based 

on several criteria, including the type of data they contain - FER can be applied to both static 

datasets containing single images or datasets containing dynamic sequences of images, each 

category requiring different approaches to the problem.  Image datasets are useful for 

training models to recognize emotions from still images, but video datasets offer a much 

larger potential for application in real life, being crucial for understanding the temporal 

aspects of emotions, such as the transition from a neutral expression to a smile or frown. As 

FER technology evolves, a third category is becoming more and more important - 

multimodal datasets, which combine images, videos, and other data types such as audio or 

physiological signals, offering a more comprehensive approach to emotion recognition. 

Another way to classify FER datasets is the environment in which the data was captured 

(controlled or in-the-wild), and the range of emotions they cover. Initially, FER datasets were 

predominantly composed of images captured in controlled environments, where participants 

were asked to display specific emotions. The Japanese Female Facial Expression (JAFFE) 

[22] dataset and the Extended Cohn-Kanade (CK+) [23] dataset are prime examples. These 

datasets typically feature primary emotions as described in the Emotions paragraph, such as 

happiness, sadness, anger, and surprise, captured under consistent lighting conditions with 

frontal facial poses. While these datasets were instrumental in early FER research, their 

limited variability made it difficult for models trained on them to generalize well to real-

world scenarios. Consequently, as the demand for more robust and generalizable FER 

models grew, the focus shifted toward datasets collected in unconstrained environments, 

often referred to as “in-the-wild” datasets. These datasets, such as the AffectNet [24] and 

FER2013 [25], contain images and videos of people displaying a wide range of spontaneous 

emotions in natural settings, with varying lighting conditions, backgrounds, and head poses. 

The diversity and complexity of these datasets have significantly contributed to the 

development of more accurate and resilient FER models.  

Since this paper focuses on "in-the-wild" application, the most important datasets from that 

category and their features are described below, and summarized in Table 3.1: 

• AffectNet - one of the largest and most comprehensive databases used in FER, was 

created to facilitate research in the field of affective computing by [24]. It contains 
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more than 1 million facial images collected from the internet using multiple search 

engines, with each image annotated with one of eight basic emotions: neutral, happy, 

sad, surprise, fear, disgust, anger, and contempt. Additionally, AffectNet provides 

information on the intensity of the emotions (valence and arousal), so the database 

covers the categorical model as well as the continuous dimensional model. An 

interesting feature of the AffectNet database is that about half of the images have 

been manually annotated, and the other have been annotated using neural networks. 

The images vary in terms of pose, lighting, and occlusions, making AffectNet a 

valuable resource for training deep learning models that need to generalize well to 

real-world conditions. This dataset has become a benchmark for evaluating FER 

models, helping to advance the field by providing a challenging and diverse set of 

data. 

• RAF-DB - The Real-world Affective Faces Database (RAF-DB) [26] is a widely 

used dataset designed to capture real-world variability in facial expressions. It 

contains approximately 30,000 facial images collected from the internet, with 

annotations for Ekmans six basic emotions [14], and a neutral facial expression. The 

dataset is particularly valuable for its diversity, including variations in age, gender, 

ethnicity, and lighting conditions. This dataset is frequently used to train and 

benchmark the FER model aimed at recognizing emotions in uncontrolled, real-

world scenarios. 

• FER-2013 - FER-2013 is a widely recognized facial emotion recognition dataset that 

was introduced during the ICML (International Conference on Machine Learning) 

2013 [25]. It contains roughly 35,000 grayscale images, each sized at 48x48 pixels, 

and labeled with one of seven basic emotions: anger, disgust, fear, happiness, 

sadness, surprise, and neutral. The dataset was collected from the internet, making it 

diverse and challenging, with various lighting conditions, poses, and occlusions, and 

labeled by crowdsourcing. FER-2013's simplicity in terms of image size and the 

balanced distribution of emotions make it a valuable resource for developing and 

testing algorithms that need to work in real-world, unconstrained environments. 

• FER+ - After some criticism of the FER-2013 database about mislabelled images 

[21], the FER+ database [27] has arisen as an enhanced version. In FER+, each image 

was relabeled using a more comprehensive set of eight emotions: neutral, happiness, 

surprise, sadness, anger, disgust, fear, and contempt. This relabeling process 

significantly improved the quality and accuracy of the annotations.  
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• AFEW - The AFEW (Acted Facial Expressions in the Wild) [28] database is a well-

known dataset designed for facial emotion recognition in videos, particularly for 

emotions captured in real-world scenarios. It contains video clips extracted from 54 

movies, making it one of the first datasets to capture naturalistic emotions in dynamic 

contexts. The dataset includes various expressions and emotional states, categorized 

into the same seven classes as FER-2013: anger, disgust, fear, happiness, sadness, 

surprise, and neutral.  AFEW is widely used in the EmotiW (Emotion Recognition 

in the Wild) challenge, making it a critical benchmark for evaluating FER systems 

that need to handle real-world variability [29].  

• SFEW - The Static Facial Expressions in the Wild (SFEW) [28] database is an 

extension of the AFEW dataset, designed specifically for static images. It consists of 

images extracted from the AFEW video sequences, offering a more focused set of 

facial expressions captured in challenging, real-world conditions. SFEW includes the 

same seven emotion categories as AFEW. Two versions of SFEW exist - SFEW 1.0 

and 2.0, with the latter featuring improved image quality and more consistent 

labeling. SFEW serves as a valuable resource for training and testing facial emotion 

recognition models in static images, particularly in scenarios that involve complex 

backgrounds, varying lighting conditions, and naturalistic expressions. 

• Aff-Wild/Aff-Wild2b - The Aff-Wild (Affect-in-the-Wild) [30] database is one of 

the most extensive and challenging datasets for facial emotion recognition in the 

wild. It consists of thousands of video clips extracted from a variety of real-world 

scenarios, such as YouTube videos, which capture a wide range of spontaneous facial 

expressions. The dataset includes annotations for both valence and arousal, making 

it particularly useful for studying continuous emotion prediction. A couple of years 

later, Aff-Wild2 was introduced in [31] as an advanced extension of the original Aff-

Wild database representing one of the most comprehensive benchmarks for facial 

emotion recognition in the wild. It contains around 2.8 million frames from nearly 

600 videos, capturing spontaneous facial expressions in various real-world 

conditions. 

 

Table 3.1 Popular FER datasets 

Dataset  Size Emotions Type of 

content 
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AffectNet ~1,000,000 Neutral, Happy, Sad, 

Surprise, Fear, Disgust, 

Anger, and Contempt + 

Valence and Arousal 

Static (images) 

RAF-DB ~30,000 Neutral, Happy, Sad, 

Surprise, Fear, Disgust, 

and Anger 

Static (images) 

FER-2013 ~35,000 Neutral, Happy, Sad, 

Surprise, Fear, Disgust, 

and Anger 

Static (images) 

FER+ ~35,000 Neutral, Happy, Sad, 

Surprise, Fear, Disgust, 

Anger, and Contempt 

Static (images) 

AFEW ~600 Neutral, Happy, Sad, 

Surprise, Fear, Disgust, 

and Anger 

Dynamic 

(videos) 

SFEW ~1,800 Neutral, Happy, Sad, 

Surprise, Fear, Disgust, 

and Anger 

Static (images) 

Aff-Wild ~1,180,000 Valence and Arousal + 

facial landmarks 

Static (images) 

Aff-Wild2 ~2,500,000 Valence and Arousal + 

facial landmarks 

Static (images) 

 

In summary, FER datasets have evolved from small, controlled collections to large, diverse 

datasets that better represent the complexity of real-world emotions which has been crucial 

in advancing the accuracy and applicability of FER technologies across various domains. 

3.2. Data preprocessing 

The preprocessing of the video data is a crucial step in machine learning that involves 

preparing raw video footage for model analysis. It typically involves stages such as frame 

extraction, resizing, normalization, and data augmentation. In the next paragraphs, the steps 

will be explained in detail. 

3.2.1. Frame Extraction 

 The first step in video preprocessing is frame extraction. Frame extraction implies breaking 

down the original video into a series of individual frames, which are treated as images. This 

step is usually implemented using libraries such as OpenCV [32] in Python, and it's essential 
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because most machine learning models for video analysis, such as Convolutional Neural 

Networks (CNNs) and Recurrent Neural Networks (RNNs), are designed to process images. 

By treating each frame as an individual image, the temporal dynamics of the video can be 

captured and analyzed frame by frame, while it's also possible to isolate key moments within 

videos and focus on specific instances that are relevant to the task at hand. 

3.2.2. Resizing 

After the frames have been extracted, each should be resized to a consistent dimension. In 

this context, resizing refers to adjusting the resolution of the images to a uniform size, such 

as 224x224 pixels as is in this paper. The cropping is, the same as frame extraction, usually 

implemented using implementations from different libraries, for example, OpenCV [32] or 

TensorFlow [33] are commonly used for resizing operations in Python. Resizing is usually 

implemented using interpolation methods, which try to achieve the best approximation of 

the pixel values at the new size based on the surrounding pixels from the original image. The 

most common interpolation techniques include: 

• Nearest Neighbor Interpolation - this is the simplest and fastest method of image 

scaling [34]. It assigns to each pixel in the scaled image the value of the nearest pixel 

from the original image, i.e. it involves rounding the coordinates of the target pixel 

to the nearest integer coordinates of the original image 

• Bilinear Interpolation - Bilinear interpolation considers the closest 2x2 

neighborhood of known pixels surrounding the target pixel in the original image. The 

value of the target pixel is then computed as a weighted average of these four 

surrounding pixels, considering vertical and horizontal directions (Figure 3.1). This 

is the technique used in the used in this paper by the OpenCV library [32]. 
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Figure 3.1 Visualization of Bilinear Interpolation 

 

• Bicubic interpolation – it extends the bilinear method by considering the 4x4 (16) 

neighboring pixels of the target pixel. It uses cubic polynomials to calculate the 

interpolation, which gives a more accurate and smoother result than bilinear 

interpolation 

The necessity of resizing lies in ensuring that all frames have the same spatial dimensions, 

which is critical for batch processing during model training. Without resizing, the model 

would have to handle images of varying sizes, leading to inefficiencies and potential errors. 

 

3.2.3. Normalization 

Normalization is a common term used in machine learning in the context of data 

preprocessing, and it implies scaling the data features to a standard range, typically between 

0 and 1 or -1 and 1. This ensures that all features contribute equally to the model training 

process, preventing any single feature from disproportionately influencing the model due to 

larger numerical values [35]. In the context of video preprocessing for facial emotion 

recognition (FER), normalization is applied to the pixel values of video frames, meaning 

that each pixel’s intensity value, originally ranging from 0 to 255, is scaled to a normalized 

range, such as [0,1]. This scaling is achieved by dividing the pixel values by 255: 
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𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 =  𝑃𝑖𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒255  

 

Normalization is applied uniformly across all frames in the video and the normalized data is 

then fed into the model, where each pixel value is treated as an individual feature, 

contributing to the overall representation of the facial expressions. 

3.2.4. Data Augmentation 

Data augmentation is essential in machine learning, particularly for tasks that include image 

and video data. It involves applying various transformations to the original dataset to create 

additional training examples, thereby improving the model’s generalization capabilities. [36] 

broadly categorizes data augmentation into two types: data transformation methods and data 

synthesis methods. Simple geometric transformations include operations like flipping, 

rotating, scaling, and cropping and can be applied to the whole image or just a part.  

Transformations can also be photometric, meaning they change specific pixels' nature 

without changing their spatial features [36]. Common photometric augmentation methods 

include the adjustment of brightness, where the overall intensity of the image is modified 

to simulate different lighting conditions, contrast adjustment, which alters the difference 

between the light and dark areas of an image to make certain features more prominent or 

subdued, or saturation adjustment which modifies the intensity of colors in the image, 

among many others. One more interesting photometric data augmentation technique is 

Gaussian noise. It simulates imperfections like camera noise by adding a random value to 

the value of each pixel. The added values are drawn from a Gaussian distribution with a 

mean of zero and a specified standard deviation which means that most pixel values have 

small deviations from the original, but some can have larger variations. The Gaussian 

distribution is defined as: 

𝒩(𝑥; μ, σ2) = 1√2πσ2 exp (− (𝑥 − μ)22σ2 ) 

where  is the mean and 𝜎2 is the variance of the distribution. When adding Gaussian noise, 

the pixel intensity at position (x, y) is modified as follows: 

 𝐼𝑛𝑜𝑖𝑠𝑦(𝑥, 𝑦) = 𝐼(𝑥, 𝑦) + 𝒩(0, σ2) 
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Here, 𝐼(𝑥, 𝑦)  represents the original pixel intensity, and  𝒩(0, 𝜎2) is the Gaussian noise with zero mean and variance 𝜎2. This technique is 

particularly useful in tasks like facial emotion recognition, where it helps the model become 

more resilient to variations in facial features caused by different lighting or slight 

movements. The application of Gaussian noise can be seen in Figure 3.2. 

 

 

Figure 3.2 Image before and after applying Gaussian noise 

 

This paper mainly focused on data augmentation using the previously listed methods and 

techniques which all belong to the Data transformation augmentation techniques. The 

second data augmentation category is the Data synthesis one [36].  Data synthesis 

augmentation techniques focus on generating new data instances rather than just modifying 

existing ones. This comes in handy when a large amount of data is hard to come by.  

One common technique is the use of Generative Adversarial Networks (GANs), which 

consist of two neural networks—the generator network plus the discriminator network—

competing against each other. The generator creates new data instances trying to trick the 

discriminator into believing it's the real data, while the discriminator evaluates their 
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authenticity, gradually improving the quality of the synthetic data until it is nearly 

indistinguishable from the real data [37]. GANs and other data synthesis techniques not only 

augment the dataset but also introduce new data distributions that the model may encounter 

in real-world applications. By incorporating synthetic data into the training process, the 

model becomes more resilient to variations and less prone to overfitting [37]. 

3.2.5. Temporal Normalization 

Another important step in video preprocessing is temporal normalization. The purpose of 

temporal normalization is to uniform the number of frames across all video samples, 

ensuring consistency in temporal length despite variations in the original videos. If a video 

is too long and has too many frames, trimming is applied, conversely, if the video is too short 

and has fewer frames than desired, then it's padded. Trimming involves reducing longer 

videos by discarding excess frames, often selecting frames at regular intervals to maintain 

the video’s temporal structure. Padding, on the other hand, extends shorter videos by 

repeating frames or adding blank frames until they match the target length. Temporal 

normalization can also involve techniques like interpolation, where additional frames are 

generated between existing ones to create a smooth sequence that preserves the video’s 

temporal coherence while adjusting its length. 

Trimming 

If the original video has 15 frames: a1, a2, a3, ..., a15 and the target number of frames is 10 

(a10), trimming involves selecting evenly spaced frames from the original sequence: 

Original frames:  

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 

 

Trimmed to 10 frames:  

a1 a2 a4 a5 a7 a8 a10 a11 a13 a14 

 

In this sequence, every third frame is removed, and the resulting sequence retains only the 

selected frames to match the target length. 
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Padding 

If the original video has 6 frames: a1, a2, a3, a4, a5, a6 and the target is 10 frames (a10), 

padding involves repeating some frames uniformly or adding extra frames to reach the target: 

Original frames:  

a1 a2 a3 a4 a5 a6 

 

Padded to 10 frames:  

a1 a2 a2 a3 a3 a4 a4 a5 a5 a6 

 

Here, frames are repeated in sequence to fill the remaining slots, ensuring the total number 

of frames meets the target. 

3.2.6. Face Detection and Cropping 

A step that's closely related to video preprocessing in FER and other computer vision tasks 

involving human faces is face detection. The importance of face detection lies in its ability 

to isolate the region of interest (ROI) in an image or video, which is crucial for accurately 

analyzing facial features and expressions. Without proper face detection, an algorithm might 

be analyzing irrelevant parts of an image, leading to poor performance and unreliable results. 

Over the years, various face detection algorithms have been developed, evolving from 

simple methods to more sophisticated, deep-learning-based approaches. One of the most 

famous is the Viola-Jones detector, introduced in 2001 in [38], this algorithm uses Haar-like 

features (Figure 3.3), the AdaBoost algorithm [39], and a cascade of classifiers to quickly 

and accurately detect faces in images. Although it was revolutionary at the time and is still 

used today by many, it has limitations in terms of accuracy, especially under varying lighting 

conditions and facial orientations. 
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Figure 3.3 Haar-like features 

 

As the field of computer vision progressed, more advanced methods were introduced. 

Histogram of Oriented Gradients (HOG) [40] combined with Support Vector Machines 

(SVMs) [41] became popular due to its robustness in detecting faces across different 

orientations and lighting conditions. HOG works by counting occurrences of gradient 

orientation in localized portions of an image, providing a feature set that can be used for 

detecting faces [42]. The HOG features are then fed into an SVM, a powerful classifier that 

finds the hyperplane that best separates the face from non-face examples in a high-

dimensional space. The SVM is trained on labeled data to distinguish between positive (face) 

and negative (non-face) samples, thereby enabling accurate face detection. 

The introduction of deep learning further revolutionized face detection with models like 

Multi-task Cascaded Convolutional Networks (MTCNN) [43], a model used in this 

paper. MTCNN is a deep learning-based approach that simultaneously detects faces and 

facial landmarks with high accuracy by utilizing three stages of cascaded convolutional 

networks that progressively refine the detection results, each with specific tasks.  
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The first stage, known as the Proposal Network (P-Net), generates candidate windows that 

may contain faces. This stage is designed to quickly scan an image at multiple scales, 

producing a large number of potential face locations. 

The second stage, the Refine Network (R-Net), further processes these candidate windows, 

refining the bounding boxes and discarding false positives. The R-Net improves the accuracy 

of face detection by applying additional convolutional and fully connected layers, which 

provide more complex and refined features for classification and bounding box regression. 

The third and final stage, the Output Network (O-Net), is responsible for finalizing the face 

detections and predicting facial landmarks. This stage refines the bounding boxes further 

and outputs precise facial landmarks that are crucial for tasks like face alignment. 

MTCNN’s multi-task learning approach, where the networks simultaneously learn to detect 

faces and localize landmarks, leads to superior performance in both tasks. However, like any 

algorithm, it also has its downsides. One of the primary limitations is its computational cost, 

especially during the multi-scale detection phase, where the model processes the image at 

various scales, making it less suitable for resource-constrained environments. 

Once a face is detected, the next step is cropping, where the detected face bounding box is 

extracted from the original image or video frame. Cropping is essential because it isolates 

the face from the rest of the image, allowing the model to focus solely on the facial features 

that are relevant for emotion recognition. In the context of video processing, cropping can 

also help reduce computational complexity by eliminating background noise and irrelevant 

parts of the frame. 

3.3. Architectures 

FER architectures employed to accurately detect and classify human emotions based on 

facial expressions evolved through time, parallel with other technological innovations.  

Traditional approaches involve handcrafted features, such as the Histogram of Oriented 

Gradients (HOG) [40] and Local Binary Patterns (LBP) [44], which are then fed into 

classifiers like Support Vector Machines (SVMs) [41] or k-Nearest Neighbors (k-NN) 

[45]. While effective in certain scenarios, these methods had limitations in handling complex 

variations in facial expressions, lighting, and occlusions. 
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With the advancement of deep learning, more sophisticated architectures have been 

developed, with Convolutional Neural Networks (CNNs) [46], among the most popular, 

leveraging their ability to learn spatial hierarchies of features from the data automatically. 

From the CNNs, 3D Convolutional Neural Networks (3D CNNs) [47] have been 

developed to handle dynamic sequences of facial expressions in videos. Additionally, 

Recurrent Neural Networks (RNNs) [48], particularly Long Short-Term Memory 

(LSTM) [49] networks, were employed to also capture temporal dependencies in video data, 

further improving the recognition of emotions in continuous sequences. Today, state-of-the-

art methods include Transformers [50] with their self-attention mechanisms that capture 

global relationships between facial features and Graph Neural Networks (GNNs) [51] that 

model complex relationships between facial landmarks. In the next paragraph, the most used 

modern architectures will be explained in detail, and reputable examples will be listed for 

each. 

3.3.1. Convolutional Neural Networks (CNNs) 

Convolutional neural Networks (CNNs) have revolutionized the field of computer vision 

since their introduction in the 1980s in the paper [46] where the first CNN, known as LeNet, 

for handwritten digit recognition was introduced. This model demonstrated the potential of 

CNNs in using convolutional layers to learn spatial hierarchy in images. However, it wasn't 

until the 2012 breakthrough with the AlexNet model [52] which won the ImageNet 

competition that year by a large margin, that CNNs gained widespread attention. This 

moment marked the beginning of the deep learning revolution in computer vision, paving 

the way for more sophisticated CNN architectures [53], [54], [30].    

The convolutional layer is a fundamental building block in every CNN, that processes the 

input data by applying a set of learnable filters, also known as kernels.  Each filter is a small 

matrix of weights that slides over the input data, performing a mathematical operation called 

convolution. This operation involves element-wise multiplication between the filter and the 

corresponding section of the input, followed by summing the results to produce a single 

value which then forms a point in the output feature map. The goal of the convolution 

operation is to detect specific patterns in the data. For instance, in an image, early 

convolutional layers might detect simple features like edges or textures by using filters that 

highlight changes in pixel intensity. As the data passes through deeper layers, the filters 
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become more complex, capable of detecting higher-level features such as shapes, objects, or 

even facial expressions [55].  

Mathematically, for an input image I  and a filter 𝐾, the convolution operation to produce 

the output feature map 𝑂 can be expressed as: 𝑂(𝑖, 𝑗) = ∑ ∑ 𝐼(𝑖 + 𝑚, 𝑗 + 𝑛)𝑛𝑚 ⋅ 𝐾(𝑚, 𝑛) 

Here, 𝑖 and 𝑗 denote the position of the filter on the input image, and 𝑚 and 𝑛 are the 

dimensions of the filter. Once the feature map is generated, it is passed through a non-linear 

activation function, typically ReLU (Rectified Linear Unit). ReLU is defined as f(x) =max(0, x), where any negative values in the feature map are set to zero, while positive values 

remain unchanged which introduces non-linearity into the model, allowing it to learn more 

complex representations. 

The second fundamental concept in CNNs is the Pooling layer. Pooling layers are used to 

reduce the spatial dimensions of the feature maps. To be precise, the primary purpose of 

pooling is to down-sample the input representation, reducing its dimensionality and enabling 

the network to focus on the most critical features while discarding less important 

information. This process also helps to decrease the computational load and mitigate the risk 

of overfitting [35]. It is typically done using either max pooling or average pooling. In max 

pooling, a defined window matrix slides over the input feature map, and within each window, 

the maximum value is selected and retained in the pooled feature map. This operation 

effectively retains the most prominent features detected by the convolutional layers while 

discarding the rest. Average pooling works similarly but instead of taking the maximum 

value, it computes the average of the values within the window.   

For example, if we have a 2x2 window and the values within that window are [[1,3], [2,4]], 
max pooling will output 4, while average pooling will output 2.5. As the pooling operation 

is applied across the entire feature map, the output becomes a smaller, more condensed 

version of the input. Both pooling types are depicted in Figure 3.4. 

 



 

24 

 

Figure 3.4 Pooling examples 

 

After a series of convolutional and pooling layers, the feature maps are usually flattened, 

meaning that they are converted into a 1D vector which is then passed through one or more 

fully connected layers, where each neuron is connected to every neuron in the previous layer. 

These layers act as a high-level reasoning engine, combining the features extracted by the 

convolutional layers to make a final prediction. 

The output layer of a CNN usually involves applying an activation function, such as softmax 

or sigmoid, depending on the task. Figure 3.5 depicts an example of a CNN architecture. 
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Figure 3.5 Convolutional Neural Network architecture example  

There are many types of CNNs, but this paper mainly focuses on 2D and 3D CNNs. 

2D CNNs are the most common type and are used primarily for analyzing two-dimensional 

images. In 2D CNNs, both the convolutional filters and the input data are two-dimensional. 

This makes 2D CNNs particularly well-suited for tasks like image recognition, object 

detection, and image segmentation. However, for tasks that involve temporal data, such as 

video analysis or FER from video sequences, 3D CNNs are more appropriate. 3D CNNs 

extend the 2D convolution operation by adding a third dimension, allowing them to process 

volumetric data or video frames. Consequently, this makes 3D CNNs particularly useful for 

video classification, action recognition, and 3D medical imaging. For FER, 3D CNNs can 

analyze how facial expressions change over time, providing a more comprehensive 

understanding of emotional states than 2D CNNs, which only capture spatial features.  

In the context of Facial Emotion Recognition (FER), CNNs have been widely used due to 

their ability to automatically learn and extract relevant facial features from images or video 

frames. 2D CNNs are typically applied to static images or individual video frames to classify 

emotions based on facial expressions. Notable models for 2D CNNs in FER include VGG 

[55], ResNet [56], and MobileNet [57].  

On the other hand, 3D CNNs are applied to video sequences, where they can capture the 

temporal evolution of facial expressions. Popular 3D CNN architectures for FER include 

MoViNets [58] and I3D (Inflated 3D) [59], which have successfully learned spatial and 

temporal features from video data. These models are particularly effective in capturing subtle 

emotional transitions, which is crucial for accurate emotion recognition in dynamic settings.  
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Next, some popular CNN models are described in more detail. 

• ResNet - ResNet, short for Residual Network, is a groundbreaking deep learning 

architecture introduced in [56]. The key innovation in ResNet is the introduction of 

residual learning, which addresses the problem of vanishing gradients, which occurs 

in deep neural networks when gradients used for updating weights during training 

diminish as they are backpropagated through the layers, leading to slow or stalled 

training. This problem is particularly pronounced in networks with many layers, 

making it difficult to train very deep models. ResNet overcomes this by using skip 

connections, where the output of a layer is directly added to the output of a deeper 

layer. These kinds of connections between layers form residual blocks. Residual 

blocks allow the network to maintain strong gradient signals even in very deep 

architectures, enabling the successful training of models with more than a hundred 

layers, such as ResNet-101 and ResNet-152. 

 

• VGG - VGG (Visual Geometry Group) is a convolutional neural network 

architecture introduced by the Visual Geometry Group at the University of Oxford 

and presented in [55] paper in 2015. It is known for its simple and uniform 

architecture, which is characterized by using small (3x3) convolutional filters stacked 

on top of each other, with increasing depth, followed by max-pooling layers to reduce 

spatial dimensions. The network’s depth varies depending on the version, such as 

VGG16 and VGG19, which have 16 and 19 layers, respectively. This architecture 

tackled the problem of capturing complex features by using multiple small filters in 

sequence. For instance, using three 3x3 convolutional layers in a row has the same 

receptive field as a single 7x7 layer but with fewer parameters and more non-

linearities, allowing for deeper and more effective feature extraction. The VGG 

models performed exceptionally well in the ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC) in 2014, significantly contributing to 

advancements in the field of computer vision. However, the main drawback of the 

VGG architecture is its computational cost. The deep network with many parameters 

requires significant memory and computational power, making it less efficient for 

deployment in resource-constrained environments. 
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• I3D - Inflated 3D ConvNet (I3D) is a neural network architecture specifically 

designed for video recognition tasks. Introduced by Joao Carreira and Andrew 

Zisserman in their paper [59], I3D extends the standard 2D convolutional networks 

into the spatiotemporal domain by inflating 2D convolutional filters into 3D. The 

core idea behind I3D is to take advantage of the successful architectures in image 

classification and adapt them for video analysis by adding a temporal component. 

This means that 2D filters used initially in image recognition models can be expanded 

to operate on spatial dimensions and the temporal dimension, making them suitable 

for processing video data. I3D has demonstrated strong performance in video 

classification and action recognition tasks, significantly improving accuracy on 

benchmarks like the Kinetics dataset. Its ability to leverage pre-trained 2D models 

and its effectiveness in capturing spatiotemporal features have made it a popular 

choice for video-related deep-learning tasks. 

 

• MoViNet - MoViNets, or Mobile Video Networks [58] are a family of efficient and 

scalable neural networks specifically designed for video classification tasks. 

Introduced by Google Research, MoViNets are optimized for mobile and edge 

devices where computational resources are limited. This architecture integrates 

temporal information from video sequences, making it highly effective for 

understanding dynamic content, while leveraging efficient network designs, such as 

depthwise separable convolutions and temporal convolutions, to balance accuracy 

with computational efficiency. 

3.3.2. Transformers 

Transformers are a fairly new technology, introduced in a revolutionary paper Attention Is 

All You Need [50] in 2017. This architecture marked a significant departure from previous 

models like Recurrent Neural Networks (RNNs) [48] and Long Short-Term Memory 

(LSTM) networks [49], which relied heavily on sequential processing. Transformers, on the 

other hand, utilize self-attention mechanisms to process input data in parallel, enabling much 

more efficient training and improved handling of long-range dependencies in sequences.  

The main idea behind transformers is the attention mechanism, which allows the model to 

weigh the importance of different parts of the input data when making predictions. In a 
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transformer architecture, the input is processed through an encoder-decoder structure, where 

both the encoder and decoder are composed of layers of self-attention and feedforward 

neural networks.  

The encoder’s role is to take the input sequence, apply self-attention to understand the 

relationships between all elements and produce a set of continuous representations known 

as the context. Each encoder layer consists of a self-attention mechanism followed by a 

feedforward neural network, both of which are equipped with layer normalization and 

residual connections to stabilize and optimize training. The self-attention mechanism works 

so that the model looks at an input sequence and computes a score for each element in the 

sequence relative to every other element which reflects how important each element is to 

understand the input sequence, e.g. some words in sentences are more crucial to the meaning 

than others. This process enables the model to focus on the most relevant parts of the data 

when making predictions.  

Once the encoder has processed the input, the decoder takes over. The decoder’s primary 

function is to generate the output sequence, one element at a time, using the information 

provided by the encoder. Like the encoder, each decoder layer also includes self-attention 

and feedforward neural networks. However, the decoder has an additional step: cross-

attention. Cross-attention allows the decoder to focus on the specific parts of the encoder’s 

output, ensuring that the decoder’s predictions are informed by the entire input sequence. 

Moreover, transformers introduced the concept of multi-head attention, which allows 

multiple self-attention mechanisms to be applied in parallel, capturing various aspects of the 

data simultaneously. The transformer architecture is illustrated in Figure 3.6. 

 

 



 

29 

 

Figure 3.6 Transformer model architecture (adapted from [50])  

 

 

Transformers have increasingly been adapted for use in computer vision tasks, including 

Facial Emotion Recognition (FER). The self-attention mechanism allows the model to weigh 

the importance of different image regions, capturing both global and local features 

effectively. This capability is particularly advantageous in FER, where subtle and nuanced 

facial expressions across various regions of the face need to be recognized and interpreted 

accurately.  
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In [60] the authors proposed a Vision Transformer (ViT) architecture for image classification 

tasks on common datasets such as ImageNet, CIFAR-100, VTAB, and others. ViT showed 

remarkable benchmarking results, accumulated with lower computational cost.  

[61] put to test 13 different ViT models from the Tokens-to-Token ViT, and Mobile ViT to 

the Deep ViT, achieving the highest accuracy on the FER2013 dataset with the Tokens-to-

Token ViT which was 61.28%.  

Another paper that used ViT architecture based on the original model was [62], in which the 

authors achieved an accuracy of 87%. 

These results show transformers are emerging as a powerful tool in advancing the accuracy 

and robustness of FER systems, especially in complex and dynamic settings. 

 

3.3.3. Graph Neural Networks 

Graph Neural Networks (GNNs) were introduced in 2009 in [51]. They proposed an 

architecture of neural networks that could work directly with graph-structured data 

consisting of nodes (representing entities) and edges (representing relationships between 

entities). This new kind of neural network has opened new possibilities for understanding 

complex relationships in data that can be naturally represented as graphs, such as social 

networks, and molecular structures [51]. However, GNNs have quickly expanded into 

various domains beyond just social networks and chemistry - they are utilized in natural 

language processing, where sentences can be represented as graphs of words; in computer 

vision, where the relationships between different parts of an image can be modeled as a 

graph; and in recommendation systems, where they help in understanding user-item 

interactions more deeply [63].  

 

The core logic behind GNNs is their ability to model data in a non-Euclidean space, where 

data points are represented as nodes and the connections between them as edges. This 

structuring allows GNNs to capture the interdependencies and relationships between 

different nodes in a way that traditional neural networks cannot.  

In a representative GNN, each node has a state which is a vector representing its features. 

The nodes' states are updated during an iterative process, based on the states of their 
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neighboring nodes and the nature of the edges connecting them. This process allows each 

node to gather information from its neighbors, effectively enabling the network to learn how 

the nodes influence each other. Over several iterations, this exchange of information 

continues until the states of the nodes stabilize, capturing a comprehensive representation of 

the entire graph structure. The training is similar to the traditional neural network 

architectures, where a loss function is minimized to adjust the parameters of the model.  

Despite their effectiveness, GNNs are not without limitations. One of the main challenges is 

the difficulty in capturing long-range dependencies within large graphs, where the influence 

of distant nodes on each other may diminish over several iterations. Additionally, as the size 

of the graph increases, the computational demands grow, making it challenging to apply 

GNNs to extremely large datasets. Another downside to GNNs is that they are "black boxes" 

which means they are hard to interpret.  

Graph Neural Networks (GNNs) have shown significant promise in computer vision by 

enabling the modeling of complex relational structures in visual data. While the traditional 

Convolutional Neural Networks (CNNs) are limited to grid-like data, such as images, where 

spatial locality is key, GNNs offer an understanding beyond simple pixel relationships, 

where entities and their interactions form complex structures better represented as graphs. 

To handle different real-world problems, different GNN architectures have been 

implemented such as Graph Convolutional Networks (GCNs) [64], Graph Attention 

Networks (GATs) [65], Spatial-Temporal Graph Convolutional Networks (ST-GCNs) [66], 

and Graph Recurrent Networks (GRNs) [67]. 

For the specific task of FER, Graph Convolutional Networks (GCNs) are usually used [68]. 

They adapt the convolutional operations used in traditional CNNs to work on graphs, 

enabling the extraction of features that capture the structural relationships between nodes. 

The process of training GCN begins with each node in the graph having an initial feature 

representation, known as an embedding. These node representations are processed through 

a feedforward network to generate messages that can be shared with neighboring nodes. The 

next step is aggregation, where each node gathers messages from its neighbors, taking into 

account the weights of the edges connecting them. This aggregation typically involves 

calculating a weighted sum or mean of the neighboring nodes’ messages. Finally, the 

aggregated information is used to update the node’s feature representation. This update is 

performed by processing the aggregated messages through another feedforward network, 

which combines the new information with the node’s original state, resulting in a new, 
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refined feature representation. This sequence of steps allows GCNs to iteratively refine node 

representations across multiple layers, capturing both local and global patterns within the 

graph. 

For tasks with sequences of images, Spatial-Temporal Graph Convolutional Networks (ST-

GCNs) [66] are used to handle data that varies over both spatial and temporal dimensions. 

ST-GCNs are particularly useful for tasks like action recognition in videos, where it’s crucial 

to capture not only the spatial relationships between different parts of a scene or object but 

also how these relationships evolve. ST-GCNs achieve this by integrating graph 

convolutions, which capture spatial dependencies, with temporal convolutions, which model 

the changes over time, allowing the network to learn complex spatiotemporal patterns within 

the data.  

3.4. FER in Sports 

FER (Facial Emotion Recognition) in sports is an emerging field that holds significant 

potential for understanding athletes’ emotional and psychological states during performance. 

However, it remains underexplored, with relatively few studies addressing it directly. This 

aspect of FER falls under the broader category of “FER in-the-wild,” which is gaining 

traction as researchers seek to develop systems that can accurately detect and interpret 

emotions in real-world, unconstrained settings. “FER in-the-wild” refers to the application 

of FER techniques in environments where factors such as lighting, background noise, and 

spontaneous, natural expressions introduce complexities that are not present in controlled 

settings. This approach is particularly relevant in sports, where athletes’ emotional 

expressions are influenced by a variety of factors including competition pressure, physical 

exertion, and the unpredictability of game situations. Addressing these challenges requires 

robust models capable of generalizing across different scenarios and capturing subtle 

emotional cues. 

The only notable study found as a subject of exploration for this paper that deals with the 

subject of FER in tennis specifically was [69]. This paper stands out as it moves away from 

traditional actor-based datasets and instead uses real-life tennis match footage, making the 

findings more relevant to actual sports scenarios. The researchers employed CNNs to 

analyze the expressive behavior of tennis players, achieving a notable accuracy rate of 68.9% 

in identifying affective states. The architecture of the CNNs was composed of two primary 



 

33 

networks - one for analyzing the player's body position, and the other that operated directly 

with the image data, with data sequences of 64 frames in the case of the highest accuracy. 

The networks were trained to recognize the valence of the players, i.e. if they have won or 

lost the point. The study’s findings suggested that CNNs can match or even exceed human 

observers’ capabilities - which had accuracy between 55.9% and 63.0% on the same dataset, 

in recognizing these emotional states, making this approach valuable for enhancing 

performance analytics in tennis. 

Another significant study, [70], further expands on the application of FER in sports, but in 

ultra-distance runners. This study employed three different models Deepface, ResMaskNet, 

and SVM, all having consistent results recognizing fatigue as the most common emotion. 

[71] utilized the SVM classifier combined with the KNN classification to achieve the highest 

recognition accuracy rate of 94.2% in recognition of emotional states in basketball players.  

In conclusion, while the application of FER in sports, particularly tennis, is a relatively new 

area of research, it holds great promise. The studies that have been conducted so far 

demonstrate the potential of this technology to enhance our understanding of athletes’ 

emotional states and to provide tools that can improve performance. As the field continues 

to evolve, FER will likely become an increasingly important component of sports analytics, 

offering new ways to optimize both mental and physical aspects of athletic performance. 
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4. Dataset 

4.1. Data Scraping 

The data have been accumulated from publicly available sources and official tennis 

organizations [72]. Per the match videos' availability, the facial emotion recognition task 

was limited to the male players playing top-level tournaments. To outset the bias, the 

matches were chosen to have players of multiple races and ages. 

4.2. Video Processing 

To extract the frames containing displays of the players' emotions, full matches have been 

thoroughly analyzed frame by frame using a video editing tool, and the corresponding frames 

have been cut out and saved as separate videos. The videos extracted displayed moments 

immediately after a point. To make data consistent and to have enough frames to recognize 

the emotion the videos were limited to be at least 2 seconds long [69]. An Excel sheet was 

created to contain data corresponding to the extracted videos. Every video is one input 

example, and its features (columns in the sheet) include  

• Index number - video ordinal number 

• Match name - the full name of the match the video was extracted from 

• Player - player in the video 

• Emotion - emotion in the video 

• Valence - intrinsic attractiveness of an emotion, ranging from positive (pleasant) to 

negative (unpleasant) 

• Arousal - the intensity of the emotion in the video, ranging from one to three, one 

being the calmest, and three being the most intensive 

• Won/Lost - indicates if the player on the videos has just lost or won the point 

The described video data is highly suitable for training facial emotion recognition (FER) 

neural networks and is easy to implement in the training process. Each video, representing a 

single input example, can be used as a labeled data point where the emotion displayed by the 

player is the target output for the network to learn. Features such as valence and arousal 

provide additional labels that can be utilized to train a model not only to recognize specific 
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emotions but also to predict the intensity and pleasantness of these emotions. By using the 

labeled data, a neural network can learn to identify patterns in the facial expressions that 

correlate with different emotional states. The context provided by the “Won/Lost” feature 

can also enable the network to learn how emotions are influenced by game outcomes, 

enhancing its ability to make accurate predictions in varied situations. With enough training 

data, the model can generalize well, allowing it to effectively recognize emotions in new, 

unseen videos. 

It is important to acknowledge that the labeling of these videos was performed by an 

individual without formal training in psychology or professional expertise in tennis. 

Consequently, there is a risk of mislabeling, either due to misinterpretation of the players’ 

emotional states or a lack of familiarity with the intricacies of tennis behavior. Additionally, 

the dataset suffers from an imbalance in the distribution of emotions due to the relatively 

small number of examples in the dataset. This imbalance can lead to challenges during the 

training of neural networks, as the models may become biased, achieving higher accuracy 

for the more frequently represented labels while performing poorly on those that are 

underrepresented.  

The quantity of examples is a direct result of the time-intensive nature of both the data 

collection and preprocessing stages, coupled with the constraints of a project deadline. 

4.3. Data analysis 

The analysis of the extracted video data revealed a total of 198 videos, each capturing the 

emotional expressions of players immediately following a point in top-level tennis matches. 

The distribution of emotions observed in the videos included happiness, anger, sadness, and 

a neutral state, with the most frequently occurring emotion being anger occurring in 88 

videos, accounting for 44 percent of the total videos. 

In terms of valence, the data showed a predominance of 61% of videos with positive valence 

(pleasant emotions), while 39% exhibited negative valence (unpleasant emotions).  

For arousal, the distribution indicated that 65% of the videos fell into the low arousal 

category (score of one), 19% were moderate (score of two), and 16% were high arousal 

(score of three). The average arousal score across the dataset was 1,52, suggesting that 

players tended to exhibit levels of intensity during critical points. This comprehensive 

emotional analysis offers valuable insights into the psychological dynamics of top-level 
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tennis players as they navigate the pressures of competition. All the data is summarized in 

the subsequent tables (Error! Reference source not found., Error! Reference source not 

found., Error! Reference source not found.). 

 

Table 4.1 Emotions distribution 

Value Quantity Percentage 

Anger 88 44,4% 

Sadness 53 26,4% 

Neutral 48 24,2% 

Happiness 10 5,0% 

 

Table 4.2 Arousal distribution 

Value Quantity Percentage 

Low 88 44,4% 

Mid 53 26,4% 

High  48 24,2% 

 

Table 4.3 Valence distribution 

Value Quantity Percentage 

Positive 77 39% 

Negative 121 61% 

 

Moreover, videos were systematically transformed into images to facilitate the training of 

2D Convolutional Neural Networks (CNNs) models and a transformer model. This method 

capitalized on the inherent spatial features within frames, allowing the models to effectively 

learn and predict from static visual input. The size of the dataset varied significantly with 
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the number of frames per video, affecting the volume of training, validation, and testing data 

which is instrumental in accommodating different model capacities and training 

requirements. The concrete data on the image dataset is presented in Error! Reference 

source not found.. 

 

Table 4.4 Image dataset statistics 

Number of frames Dataset Size 

32 

Whole dataset 6304 

Training 4412 

Validation 946 

Test 946 

64 

Whole dataset 12608 

Training 8825 

Validation 1891 

Test 1892 

96 

Whole dataset 18912 

Training 13238 

Validation 2837 

Test 2837 

128 

Whole dataset 25216 

Training 17651 

Validation 3782 

Test 3783 
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5. Implementation 

5.1. Video Preprocessing 

5.1.1. Face Detection and Extraction 

The first step of video preprocessing was to extract faces from frames and save them as new 

video clips. This approach, where the cropped face frames are stored as a new dataset reduces 

the time and effort of the video preprocessing phase before training the model, instead of 

implementing the face recognition step directly on the original videos, applying other video 

preprocessing methods and feeding the data into the neural network [73]. Apart from 

cropping the faces of the tennis players, the method also resizes new frames to a fixed size 

of 224x224, further reducing the need for later preprocessing. Moreover, this method offered 

the possibility to inspect each new video then and remove any faulty frames, making the 

dataset more accurate. Other preprocessing steps such as normalization, or adjusting the 

length are applied to the videos with the cropped faces before the dataset is split into training, 

validation, and test sets.  

A structured approach involving face detection algorithms and frame extraction techniques 

was implemented for this task. 

The face extracting logic was implemented in method process_directory. First, video files 

are systematically identified and loaded from the specified input directory using the 

list_video_files function, which traverses the directory and compiles a list of all video 

files with the extensions “.mp4”.  

Next, the crop_faces_from_video method is called which reads each video frame by 

frame, applying the crop_face_frame function to detect and crop faces. All the 

successfully cropped faces are then written to a new video file, with the output configured 

to match the original video’s frame rate, thus preserving the temporal characteristics of the 

original footage. 

The method uses the cv2 library [32] for the video processing, It loads the video specified 

by the input_video_path using the  cv2.VideoCapture method and then retrieves the 

frames per second (fps) of the video using the cap.get(cv2.CAP_PROP_FPS) method on 

the loaded video. Next, it defines the codec and creates a VideoWriter object to write the 
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output video with the frames per second that correspond to the original video and a new 

fixed frame size, in this case, 224x224 pixels. The method then enters a loop that processes 

the video frames until the video is fully read. Inside the loop, it reads a frame from the video 

using cap.read(). If the frame is read successfully, the crop_face_frame method is called 

with the newly read frame as a parameter. Once that method returns the new frame, if the 

frame contains a face, it's written to the output file. After all the frames are processed, the 

open resources are closed.  

 

The crop_face_frame method takes a NumPy array of the original frame, and the desired 

height and width to resize the processed frame. Then it uses a face detector to detect the face 

in the frame. After trying multiple face detection libraries including Dlibs CNN Face 

Detector [74], and YOLO (You Only Look Once) [75], the MTCNN (Multi-task Cascaded 

Convolutional Networks) [43], [76] was regarded as the most accurate.  If the face is found 

in the frame, the face bounding box is then cropped as a new frame and resized. The method 

returns an array of the cropped face with shape (new_height, new_width, channels) and a 

flag indicating if the face was detected. 

In subsequent figures (Figure 5.1, Figure 5.2, Error! Reference source not found., Figure 

5.4), the extracted frames for every emotion after cropping the faces and resizing can be 

seen. 
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Figure 5.3 Sadness 

 

 

Figure 5.4 Anger 

 

 

 

5.1.2. Manual processing 

After the faces had been cropped and saved as new videos, by analyzing the performance 

and the accuracy of the face detection models, it was noticed that many frames were faulty 

- containing either faces of people from the audience or some inanimate objects (Figure 5.5). 

To reduce the error in the dataset, all videos were carefully examined frame-by-frame using 

the Adobe Premiere Pro tool [77]. 2 seconds were taken as the lower limit of the video length 

 

Figure 5.1 Neutral 

 

 

Figure 5.2 Happiness 
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to preserve the temporal dimension, so, if the video was less than 2 seconds long after 

cropping the inadequate frames, it was removed from the dataset. 

 

Figure 5.5 Faulty frame 

 

 

 

5.1.3. Preprocessing 

After the videos are manually edited, they are ready for the preprocessing pipeline. The 

preprocessing pipeline contains several video and frame processing steps.  

The first step is the adjustment of the video length. To establish video length uniformity 

across all the videos, the adjust_video_length method is utilized. This method takes the 

desired number of frames and the original array of frames, and either repeats frames in videos 

with less than the desired number of frames, or samples frames from the longer videos until 

the wanted frame number is not reached.  

After adjusting the length of the videos, the next step is normalization in the 

normalize_frames function which takes the frames with the adjusted lengths and 

normalizes the pixel values in every frame to the range [0, 1].  

To further increase the robustness of the models, data augmentation techniques are applied 

to normalized frames through the augment_frames function. The implemented 

augmentations include:  
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• Horizontal flipping - each frame has a 50% chance of being horizontally flipped. 

This helps the model's invariance to the direction of facial expressions.  

• Gaussian blurring - each frame also has a 50% chance of undergoing Gaussian blur 

which simulates variations in image sharpness and helps the model become more 

robust to slight blurriness or out-of-focus circumstances 

After the frames go through the preprocessing pipeline, they are ready to be split into 

training, validation, and test sets. 

 

5.1.4. Training 

For this paper, several cutting-edge technologies and libraries were used to design, train, and 

evaluate the neural networks more efficiently. The TensorFlow [33] and Keras [78] libraries 

were the foundational tools for building and training the models. TensorFlow provides a 

flexible, powerful platform that supports large-scale machine learning and deep learning 

tasks, making it ideal for both research and production environments. Its support for GPU 

acceleration was particularly beneficial for computationally expensive tasks that were 

necessary for this project. Keras, which is integrated with TensorFlow, simplifies the process 

of creating neural network architectures with its user-friendly, high-level API, allowing rapid 

experimentation with different models. 

So, the paper focused on TensorFlow’s pre-trained 2D Convolutional Neural Network 

(CNN) models, specifically VGG16, VGG19 [55] and ResNet [56]. These models, known 

for their robust feature extraction capabilities, are well-suited for tasks such as image 

classification, or more specifically, facial emotion recognition. By employing VGG models 

and ResNet , the training process was accelerated, and high performance was maintained by 

leveraging the strengths of these proven architectures. 

Hugging Face Transformers [79] were also integrated to leverage pre-trained transformer 

models for specific tasks. Hugging Face provides state-of-the-art natural language 

processing (NLP) and vision transformer (ViT) models that have been trained on large 

datasets. 

The code for the implementations of the neural network training is contained in three training 

files, one for training 2D CNNs, the second for training 3D CNNs, and the third for training 

transformers. First, each file contains a train_model method, which takes in a model 
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(tf.keras.Model) to train as a parameter, as well as training and validation sets, epoch size, 

and batch size. The method then creates a directory for that specific model to save training 

data such as frame number, category (emotions, arousal, valence), number of labels, and all 

labels in a new file. It then defines checkpoints for saving the best results, trains the model, 

evaluates the model on the validation set, and returns the results.  

Models are compiled in a separate models.py file leveraging transfer learning with pre-

trained CNN architectures. The main method in this file is build_model with base_model 

and num_classes parameters, the former representing an already trained base model such 

as ResNet or VGG16, and the latter representing the number of output classes. The models 

are loaded without their top layers, which are typically used for classification tasks, allowing 

for the customization necessary to adapt to the specific dataset used in the project. 

In this transfer learning approach, the layers of the pre-trained base models are frozen, 

preventing the weights from being updated during training. This step is crucial as it preserves 

the knowledge these models have learned from large-scale datasets like ImageNet [52], 

allowing the FER model to benefit from this pre-existing feature extraction capability. On 

top of the base model, custom layers are added to tailor the model to the specific task of 

emotion recognition. A GlobalAveragePooling2D layer for 2D CNNs, or a 

GlobalAveragePooling3D layer for 3D CNNs is used to reduce the spatial dimensions of the 

feature maps, converting them into a 1D feature vector. This is followed by a fully connected 

Dense layer with 1024 units and ReLU activation, which introduces non-linearity and 

enhances the model’s ability to learn complex patterns. Finally, an output Dense layer with 

a softmax activation function is added, corresponding to the number of emotion classes in 

the dataset. This layer outputs a probability distribution over the classes, allowing the model 

to make predictions. After the model is assembled, it's compiled using the Adam optimizer 

and categorical cross-entropy loss function.  

The training process then starts by calling the preprocess_videos method from the 

preprocessing step, which returns processed videos with augmented frames and their one-

hot encoded labels.  

If the base model is a 3D CNN the videos are directly fed to the neural network, while for 

2D neural networks and transformer neural networks, the videos are transformed into a set 

of images using the transform_videos_to_images method. The dataset is then split into 

training, validation, and testing sets. After that, the model is built by calling builder methods 
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from the models.py file, and the model and datasets are forwarded to the train_model 

method.  

After the model is done with the training, the next stage is to save and visualize results which 

is done by calling methods from the `result_processing.py`. 

For this paper, multiple types of neural networks were trained, including both convolutional 

neural networks (CNNs) and Vision Transformers, to evaluate their performance on emotion 

recognition in tennis players.  

The first set of models were 2D CNNs, specifically the VGG16, VGG19, and ResNet50 

architectures, which are well-known for their effectiveness in image classification tasks. 

These models were trained using various combinations of input frame counts, ranging from 

32 to 128 frames ([32, 64, 96, 128]), and different numbers of training epochs ([10, 15, 20]). 

The goal was to understand how the amount of temporal data (i.e., the number of frames) 

and training time (i.e., the number of epochs) impacted the model’s ability to learn and 

generalize to unseen data. 

In addition to the 2D CNNs, the paper also experimented with 3D CNN models. These were 

based on pre-trained 3D implementations of VGG16 and ResNet [80], which extend the 

standard 2D CNN architectures to handle video input by incorporating an additional 

dimension for time. For these 3D CNNs, different frame counts ([32, 64, 96, 128]) were 

similarly tested, but the number of epochs was limited to 15 and 20. This allowed the paper 

to assess how well the models could extract spatiotemporal features from the video data, 

which is crucial for understanding dynamic information across multiple frames. 

Finally, a Vision Transformer (ViT) model was trained [60]. Like the CNN models, the 

Vision Transformer was trained using four combinations of frame counts and epochs 

including [(64, 10), (96, 10), (96, 15), (128, 15)] where the first number is the number of 

frames and the second number the number of epochs.  

The inclusion of Vision Transformers made it possible to compare the performance of these 

transformer-based models with the more traditional CNN-based approaches, particularly in 

how well they handle temporal information across sequences of video frames. 

5.1.5. Result processing 

The last part of the training is the processing of the results. This process is handled through 

a series of methods that save the training history, plot performance metrics, and display the 
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confusion matrix, which is crucial for assessing the model’s classification performance. The 

save_results function saves both the training history and the evaluation metrics to files. It 

ensures that a directory named after the model is created if it doesn’t already exist. The 

training history, which includes data such as loss and accuracy per epoch, is stored in a JSON 

file, making it easy to reload and analyze later. Similarly, the evaluation metrics, such as 

validation loss and accuracy, are saved in another JSON file. This structured storage 

approach allows for easy comparison between different model configurations and training 

runs.  

To visualize the model’s learning progress, the plot_loss function is utilized. This function 

generates a plot of the training and validation loss over epochs, providing a clear visual 

indication of how well the model is learning and whether it is overfitting. By examining 

these plots, trends in loss reduction can be identified, potential overfitting detected (when 

validation loss begins to increase while training loss decreases), and consequently, 

parameters can be tweaked for better performance. 

The plot_confusion_matrix function plays a key role in evaluating the model’s 

performance on the test set. It generates and displays a confusion matrix, which provides 

detailed insights into the classification accuracy across different classes. The confusion 

matrix is particularly useful for identifying specific classes where the model might be 

underperforming.  

Metrics such as precision, recall, F1 score, and overall accuracy are computed using the 

calculate_metrics function, which aggregates these crucial performance indicators into a 

comprehensive dictionary. This information is further saved using the save_metrics 

function, allowing for structured reporting and review.  

Together, these methods form a comprehensive results-processing framework that not only 

saves and organizes important data but also provides visual tools to assess the model’s 

performance effectively. This approach ensures that the results of the machine learning 

experiments are well-documented, easily interpretable, and ready for further analysis or 

reporting. 

For each model, validation and testing metrics were calculated and saved to clearly show the 

models’ capabilities. 
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6. Results 

During the training, different computational models showcased varying degrees of 

effectiveness, with 2D CNNs emerging as particularly proficient, notably VGG19 and 

ResNet50. VGG19 excelled, achieving a validation accuracy of 99.31% with a loss of 0.0396 

for datasets processed with 128 frames. This contrasts with VGG16, which posted a 

validation accuracy of 89.04% and a loss of 0.2956 under the same conditions. VGG19’s 

additional convolutional layers provide enhanced capability for extracting more complex 

features from static frames, which is essential for accurately discerning emotional 

expressions from visual data.  

On the other hand, the paper also hints at potential over-training in models processed with 

96 or 128 frames. The duplication of frames in these scenarios is significantly higher 

compared to those with 32 or 64 frames, suggesting that the latter might offer more reliable 

and generalizable results. This over-training could manifest as models learning to recognize 

repeated patterns specific to the training dataset rather than generalizing from genuine 

emotional expressions, thereby diminishing their effectiveness when exposed to new data. 

Specifically, for datasets with 32 frames, the highest validation accuracy reached was 

94.44% with a loss of 0.19 using ResNet50, as well as for 64 frames, where ResNet50 

achieved 98.52% accuracy with a loss of 0.0552. 

Analyzing the impact of varying the number of epochs and frames on the performance of 2D 

CNN architectures like ResNet50, VGG16, and VGG19 revealed interesting patterns in the 

training results. Generally, increasing the number of epochs tended to improve model 

performance, as evidenced by lower validation losses and higher accuracy, suggesting more 

extensive training allows the models to better learn and generalize from the dataset. For 

instance, when training ResNet50 with 32 frames across 10, 15, and 20 epochs, there’s a 

clear trend of increasing accuracy and decreasing loss with more epochs, highlighting the 

benefits of extended training periods. The influence of the number of frames already 

mentioned in the previous paragraph on the models’ performance is also noteworthy. As 

said, models trained with a higher number of frames, such as 96 or 128, consistently show 

improved accuracy compared to those trained with fewer frames, like 32 or 64. 

Comparatively, changes in the number of epochs seem to have a more pronounced effect on 

the outcomes than variations in the number of frames. For example, increasing epochs from 
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10 to 15 or 20 generally results in more significant improvements in performance metrics 

than increasing the number of frames from 64 to 96. This suggests that, within the tested 

ranges, deeper training - more epochs is more beneficial than simply providing more input 

data, i.e. in this case, more frames. 

Detailed results for 2D models are presented in the next tables (Error! Reference source 

not found., Error! Reference source not found., ) and figures (Figure 6.1, Figure 6.2, 

Figure 6.3, Figure 6.4):  

 

Table 6.1 2D VGG16 results 

Frames 32 64 96 128 

Epochs 10 15 20 10 15 20 10 15 20 10 15 20 

Validation 

loss 
0,719 0,611 0,563 0,559 0,435 0,337 0,423 0,296 0,249 0,37 0,269 0,19 

Validation 

accuracy 
0,7 0,75 0,769 0,779 0,828 0,872 0,836 0,89 0,905 0,857 0,897 0,932 

 

 

Figure 6.1  Confusion matrix of test set results for 2D VGG16 (32 frames, 20 epochs) 
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Table 6.2 2D ResNet 50 results 

Frames 32 64 96 128 

Epochs 10 15 20 10 15 20 10 15 20 10 15 20 

Validation 

loss 
0,213 0,21 0,19 0,091 0,053 0,055 0,075 0,032 0,026 0,053 0,032 0,022 

Validation 

accuracy 
0,936 0,946 0,944 0,978 0,984 0,985 0,978 0,993 0,995 0,983 0,994 0,995 

 

 

Figure 6.2 Confusion matrix of test set results for 2D ResNet50 (32 frames, 20 epochs) 
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Figure 6.3 Training and validation loss for 2D ResNet50 (32 frames, 20 epochs) 

 

 

Table 6.3 2D VGG19 results 

Frames 32 64 96 128 

Epochs 10 10 10 15 10 15 

Validation loss 0,193 0,116 0,07 0,046 0,07 0,041 

Validation 

accuracy 
0,938 0,962 0,981 0,992 0,981 0,962 
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Figure 6.4 Confusion matrix of test set results for VGG19 (32 frames, 10 epochs) 

 

Conversely, both 3D CNNs demonstrated lower efficacy, consistently achieving around 

53.33% accuracy through all combinations (Figure 6.5). These models were trained directly 

on whole video sequences, aiming to capitalize on both spatial and temporal data. However, 

the training on a relatively small video dataset likely hindered the 3D CNNs’ ability to learn. 

This limitation, coupled with the high computational demands of 3D CNNs, may have 

negatively impacted their performance. 
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Figure 6.5 Confusion matrix on test set for 3D ResNet model 

 

The transformer model, in this case, the Vision Transformer (ViT) model, also exhibited low 

performance in emotion recognition tasks from tennis match videos, with the highest 

validation accuracy being 44.7% when trained on datasets with 96 frames in 10 epochs 

(Table 6.4, Figure 6.6). This suboptimal performance may have stemmed from several key 

factors including the nature of their training and deployment environment. Transformers 

usually require extensive pre-training on large datasets to develop a robust feature 

understanding. Another significant factor for under-performing could be a class imbalance 

within the training data, which can lead the model to predict the over-represented class more 

frequently to minimize loss. In this case, the ‘Anger’ emotion was the most represented, 

which may have biased the model towards predicting this class more frequently. Potential 

overfitting due to training on a small dataset with repetitive patterns (such as 96 or 128 

frames leading to many duplicate frames) might have also degraded the model’s predictive 

accuracy. Furthermore, there’s also a possibility that a bug or an error in the implementation 

might be influencing the results, where the model might not be utilized or evaluated 

correctly, leading to seemingly poor performance. This highlights the need for rigorous 

testing and validation of the model’s implementation to ensure that all components function 

as intended. Addressing these challenges could lead to more refined models that perform 



 

52 

better not only in specific tasks like emotion recognition from tennis videos but also in 

broader image and video-based machine learning applications. 

 

Table 6.4 ViT results 

Frames 32 64 96 128 

Epochs 10 10 10 10 

Validation loss 1,236 0,207 0,22 0,21 

Validation accuracy 0,424 0,447 0,437 0,441 

 

 

Figure 6.6 Training and validation loss for ViT (64 frames, 10 epochs) 

 

In conclusion, based on the training results presented for emotion recognition in tennis using 

various models, the VGG19 model under the 2D CNN architecture emerged as the most 

effective in achieving high validation accuracy. Specifically, VGG19, when trained on 128 

frames for 10 epochs, achieved a notable validation accuracy of 99.31%, which stands out 

as the highest across all the tested configurations. The best metrics on the test set acquired 

by the VGG19 models are shown in Table 6.5. 
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Table 6.5 VGG19 best test set metrics 

Metric Score 

Precision 0,993 

Recall 0,991 

F1 score 0,992 

Accuracy 0,992 

 

This high performance can be attributed to VGG19’s deep architecture, which is well-suited 

for capturing complex patterns in visual data, making it particularly effective for detailed 

image-based tasks like emotion recognition. The architecture’s multiple layers of 

convolution and pooling operations help in extracting robust features from the frames 

extracted from the tennis video footage, which likely contributed to its superior performance. 
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Conclusion 

This master’s thesis aimed to advance the understanding and implementation of Facial 

Emotion Recognition (FER) within the unique context of tennis, seeking to bridge the 

analytical gap between physical prowess and mental resilience in sports. The research began 

with the creation of a new dataset comprised of video footage capturing emotional 

expressions of players during matches. The dataset was then carefully curated to ensure 

quality and variability, subsequently facilitating robust training and evaluation of various 

machine learning models. The primary architectures explored were 2D CNNs, 3D CNNs, 

and transformers, each offering distinct advantages in processing and recognizing facial 

expressions from static images and video sequences. 

The results from the model training were revealing. 2D CNNs demonstrated high efficacy, 

with improved results observed in scenarios with an increased number of frames per video, 

suggesting that more temporal data provides a richer context for accurate emotion 

recognition. In contrast, 3D CNNs, which analyzed the full temporal sequence of videos, 

showed lower accuracy. This underperformance could be attributed relatively smaller size 

of the video dataset, which limited the training effectiveness of these inherently data-hungry 

models. Moreover, the transformer models frequently misclassified subtle or less 

pronounced emotional states, often defaulting to an ‘Anger’ category, which might indicate 

either an issue with the model’s training on the specific dataset characteristics or a need for 

further fine-tuning and adjustment of training parameters.  

Also, further investigation into the emotional dimensions of valence and arousal could enrich 

the analysis, providing a more precise definition of players’ emotional states during matches, 

and offering deeper insights into how players react under pressure. 

Looking forward, the exploration could extend into alternative architectures such as Graph 

Neural Networks (GNNs), which might provide novel ways to model the complex, non-

Euclidean data structures present in facial recognition tasks. Additionally, addressing issues 

like class imbalance within the training data and optimizing model parameters more 

effectively could enhance the accuracy and reliability of FER systems in sports analytics. 
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Sažetak 

U ovom radu bavimo se primjenom i vrednovanjem različitih metoda prepoznavanja emocija 

s lica tenisača tijekom igre. U tu svrhu implementiramo 2D i 3D konvolucijskih neuronskih 

mreža (CNN) te Vision Transformer (ViT) model prijenosnim učenjem. Korištenjem 

programskog okvira TensorFlow, primjenjujemo VGG19, ResNet50 i ViT za prepoznavanje 

emocija iz video zapisa teniskih mečeva. Svi su modeli trenirani i evaluirani na novom skupu 

podataka sastavljenom od video zapisa teniskih igrača sakupljenih s interneta. Eksperimenti 

pokazuju da 2D CNN modeli, posebno VGG19 i ResNet50, postižu visoke rezultate u 

točnosti prepoznavanja emocija. 

Ključne riječi: tenis, prepoznavanje emocija lica, konvolucionalne neuronske mreže, 

transformeri 
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Summary 

In this paper, we explore the application and evaluation of various methods for facial 

emotion recognition of tennis players during gameplay. For this purpose, we implement 2D 

and 3D convolutional neural networks (CNN) and the Vision Transformer (ViT) model 

using transfer learning. Using the TensorFlow framework, we apply VGG19, ResNet50, and 

ViT to an emotion recognition task on video footage of tennis matches. All models were 

trained and evaluated on a new dataset consisting of video recordings of tennis players 

collected from the internet. Experiments show that 2D CNN models, particularly VGG19 

and ResNet50, achieve high accuracy in emotion recognition. 

Keywords: tennis, facial emotion recognition (FER), convolutional neural networks (CNNs), 

transformers 
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Abbreviations 

FER Facial Emotion Recognition 

NN Neural Network 

CNN Convolutional Neural Network 

MTCNN Multi-task Cascaded Convolutional Networks 

HOG Histogram of Oriented Gradients 

SVM Support Vector Machine 

RNN Recurrent Neural Network 

LSTM Long Short-Term Memory 

GNN Graph Neural Network 

k-NN k-Nearest Neighbors 

ViT Vision Transformer 

VGG Visual Geometry Group 

ST-GCN Spatial-Temporal Graph Convolutional Networks 

 


