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1992. godine. Član je dva znanstvena vijeća Hrvatske akademije znanosti i umjetnosti (HAZU),
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Član je uredničkih odbora osam znanstvenih časopisa te sudjeluje kao recenzent u većem
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tivnosti IEEE Regije 8, 2009.-2012. predsjednik Hrvatske sekcije IEEE, a od 2021. predstavnik

je svih Odjela za energetiku Europe, Afrike i Bliskog Istoka. Član suradnik je Akademije
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Abstract

The increasing share of electric vehicles (EV) creates new challenges for both the power and

the transport systems. The power system is affected at multiple levels, from distribution and

transmission grid operation, through new balancing efforts, up to the long-term power system

adequacy issues. EVs can request significant cumulative charging power at specific hours,

such as after the evening trips when most of the people drive from work to home and connect

their vehicles to home chargers. Roughly at the same period, the peak power consumption

occurs. If the charging process is not managed adequately, the EVs could end up taking large

portions of energy when the power system is already under significant stress and when the

prices are peaking. This is often referred to as uncontrolled or dumb charging. Smart charging

is proposed as an alternative to prevent negative effects and to provide new opportunities to the

power system and to the EV users.

Smart charging is a charging process that takes into account the current power system con-

dition and behaves accordingly. The main inputs to the smart charging process are energy and

ancillary services prices which represent the current status of the power system. If the resources

are scarce, prices rise, while if the system has abundance of unused resources they fall (and can

even become negative). When the energy prices are high, the charging (under the smart charging

scheme) is postponed to later lower-price periods. Apart from moving charging to less costly

times, the EVs can also have a possibility to discharge during the high-price periods and receive

income. Such charging/discharging is related to dynamic electricity prices, whether wholesale

prices or retail tariffs. However, the smart charging can unleash its full potential through ancil-

lary services provision to distribution or transmission system operators. Provision of reserves

and balancing energy stands as the most prominent ancillary service that can be achieved from

the charging process. These services are more dynamic than the energy-only trading as they are

activated on an explicit request from the transmission system operator. The profitability of those

services depends on a set of prices, availability and activation fees, as well as on the amount of

actually activated energy.

This thesis deals with three challenges related to smart EV charging and provision of the bal-

ancing services: the physical effect on the power system, the adequate enabling concept and the

market positioning strategies. The first challenge is to check how different charging strategies

effect the power system operation for different electricity mixes, different electric vehicles and

renewable penetration levels, different power plant decommission policies, renewable policies

etc. In general, the smart EV charging provides direct benefits such as decreased overall costs

and greenhouse gas emissions plus additional positive effects such as less cycling and flatter

operation for the large power plants.

The second challenge refers to the definition of the e-mobility concept that yields the high-



est overall potential in terms of the flexibility provision. The term flexibility refers to the ability

of a unit to change its parameters, primarily active power output (technically viable with neg-

ligible economic loss). The conventional concept observes the charging stations as the active

power system participants (EVs are merely an flexibility providing instrument) and it has sev-

eral obstacles when the flexibility is at stake. The biggest issue is that the stations do not see or

control the EVs’ behavior when they are detached from the charging stations and therefore can-

not optimally schedule the EVs’ flexibility provision at any time. In the thesis, a new concept

is proposed based on EVs as active participants and charging stations merely as an enabling

infrastructure. The main advantage of the new concept is that it follows the EVs’ throughout

day and can optimally schedule all potential services.

The last challenge is in development of market positioning algorithms for simultaneous

electricity and reserve provision. Special attention was placed on reserve activation modeling

in such algorithms as this was a neglected area in both the technical and the research literature.

Reserve activation is an extremely stochastic parameter albeit highly important when deciding

how and when to place bids. In the thesis, stochastic and robust models have been built that

can efficiently take into account this uncertainty. Both models demonstrated superior results

as compared to the baseline deterministic model. However, the robust model seems to be a

better choice for this specific purpose due to better computational tractability and risk hedging

manageability.

Keywords: Electric Vehicles, Ancillary Services, Reserves, Balancing Energy, Smart Charg-

ing
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Odred̄ivanje optimalnoga rasporeda nabave energije te

pružanja rezerve kroz upravljivo punjenje i pražnjenje

flote električnih vozila

Povećani udio električnih vozila (EV) stvara nove izazove i za elektroenergetski i za cestovni

transportni sustav. E-mobilnost utječe na elektroenergetski sustav na nekoliko razina, od pogona

distribucijske i prijenosne mreže, kroz nove zahtjeve za uravnoteženjem do problema dugoročne

dostatnosti cijelog sustava. Stanice za punjenje električnih vozila se priključuju na distribuci-

jsku razinu, bilo da se radi o malim kućni ili velikim brzim punicama, te mogu utjecati na

strujno-naponske prilike lokalne distribucijske mreže. Problem se može prolongirati i na pojnu

prijenosnu mrežu u kojoj može doći do povećanih tokova djelatne i jalove snage te, shodno

tome, strujnih i naponskih zagušenja. Nove zahtjeve za punionicama treba odmah uzeti u obzir

prilikom izrade dugoročnih planova razvoja mreže kako bi se prevenirali ovakvi neželjeni do-

gad̄aji. Druga opcija je uzeti u obzir fleksibilnost koja se može iskoristiti iz malih distribuiranih

izvora te na taj način u pogonu otkloniti spomenute mrežne probleme. Pri tom je potrebno orga-

nizirati tržišta za pružanje fleksibilnosti i distribucijskoj i prijenosnoj mreži neovisna o tržištima

energije.

Osim razvoja mreže, porast broja električnih vozila i njihovih punjača mora se uzeti u

obzir i u proračunima dostatnosti cijelog sustava kako dugoročno ne bi došlo do nedostatka

proizvodnih i med̄udržavnih interkonekcijskih kapaciteta u specifičnim slučajevima. Danas

postoje tzv. "mehanizmi kapaciteta" koji na različite načine nagrad̄uju kapacitet koji se može

aktivirati kako bi se pokrilo najveće opterećenje u sustavu. Potrošnja električne energije u

punionicama obiluje varijabilnosti i nepredvidivosti. Varijabilnost je povezana s obrascima ko-

rištenja cestovnih vozila te se jasno očituju pojačane aktivnosti u jutarnjim i poslijepodnevnim

satima (dnevne migracije na posao i posla) te vrlo niska aktivnost u noćnim satima. Nepred-

vidivost je povezana s otežanim predvid̄anjem vremena punjenja koje dolazi od stohastičke

naravi ljudskog ponašanja, ali i od ostalih uvjeta poput stanja u prometu, temperature zraka (u

hladnim periodima veća potrošnja radi grijanja vozila), tehničke naravi baterija (veći gubitci

van optimalnog temperaturnog raspona i stanja napunjenosti) itd. Varijabilnost i nepredvidivost

potrošnje na punionicama mogu dovesti do pojačanih zahtjeva za kapacitetom uravnoteženja

(rezervom) te energijom uravnoteženja. Naime, kapacitet uravnoteženja operator prijenosnog

sustava ugovara unaprijed (prije stvarne isporuke) čime si osigurava dovoljne količine energije

uravnoteženja radi uravnoteženja proizvodnje i potrošnje u stvarnom vremenu. Ukoliko se ta

ravnoteža naruši može doći do frekvencijskih problema te u najgorem slučaju čak i do uruša-

vanja sustava (engl. "black-out").

Električna vozila mogu zahtijevati značajnu kumulativnu snagu iz elektroenergetskog sus-



tava ponajviše zbog visoke istovremenosti korištenja vozila, odnosno visoke istovremenosti

parkiranja istih na punionice, npr. nakon poslijepodnevnog puta kući s posla većina vozila

se priključuje na punjače. Otprilike u isto vrijeme nastaje i vršno opterećenje u elektroener-

getskom sustavu iz istog razloga istovremenosti ljudskog ponašanja, npr. većina ljudi ulazi

u kuću te uključuju svjetlo, tv, pećnicu, klima ured̄aj, grijanje itd. Ako se procesom pun-

jenja adekvatno ne upravlja, električna vozila se mogu naći u stanju da preuzimaju značajne

količine energije u trenutcima kada je sustav ionako vrlo opterećen i kada su cijene vrlo vi-

soke. Ovaj način punjenja se često naziva neupravljivo (engl. "Uncontrolled Charging") ili

glupo punjenje (engl. "Dumb Charging"). Cilj elektrifikacije prometnog sustava (smanjenje

emisija stakleničkih plinova) se neupravljivim punjenjem anulira jer se problemi povećavaju

na strani elektroenergetskog sustava. Povećanje vršnog opterećenja kao rezultat može imati

povaćane potrebe za ulaganjem u mrežnu infrastrukturu (vodovi, transformatorske stanice itd.)

ili u proizvodnu infrastrukturu (nove upravljive plinske jedinice itd.). Pametno punjenje (engl.

"Smart Charging") je predloženo kao alternativa kako bi se prevenirale negativne posljedice

elektrifikacije prometnog sektora te omogućile dodatne mogućnosti kako za elektroenergetski

sustav tako i za korisnike vozila.

Pametno punjenje je proces punjenja električnih vozila koji uzima u obzir stanje u elektroen-

ergetskom sustavu te mu se prilagod̄ava. Osnovni ulazni parametri takvom punjenju, sa strane

elektroenergetskog sustava, su cijene energije i pomoćnih usluga koje predstavljaju trenutno

stanje elektroenergetskog sustava. Ako vlada oskudica resursima, cijene su visoke, ako pak pos-

toji izobilje resursa, cijene su niske (mogu biti čak i negativne). Kada su cijene energije visoke,

punjenje se odgad̄a (unutar koncepta pametnog punjenja) u periode niskih cijena. Osim pomi-

canja punjenja u periode niskih cijena, električna vozila mogu imati i mogućnost pražnjenja u

mrežu za vrijeme visokih cijena kako bi dodatno zaradila. Ovakav način se u literaturi često

označava kao vozilo-prema-mreži koncept (engl. „Vehicle-to-grid“, V2G) naspram jednosm-

jernog načina koji se često označava kao mreža-prema-vozilu koncept (engl. „Grid-to-vehicle“,

G2V). Oba načina temelje se na promjenjivosti cijena energije, bilo da se radi o veleproda-

jnim dan-unaprijed cijenama sa burzi električne energije ili maloprodajnih opskrbnih/mrežnih

tarifa. Bitno je spomenuti da pri negativnim cijenama energije punjenje električnih vozila ne

predstavlja trošak već prihod (negativne cijene su sve češća pojava na razvijenim energetskim

tržištima).

Navedeni koncepti, osim na energetska tržišta odnose se i na pružanje pomoćnih usluga dis-

tribucijskim i prijenosnim operatorima sustava pri čemu se ostvaruje puni potencijal pametnog

punjenja. Pružanje kapaciteta i energije uravnoteženja najistaknutije su pomoćne usluge koje

se mogu ostvariti kroz pametno punjenje. Ako su cijene kapaciteta ili energije uravnoteženja

visoke, punjenje električnih vozila prilagod̄ava se tako da se tada maksimalno pružaju te us-

luge. Zanimljiva je vrlo česta pojava, u mnogim zemljama u Europi, da je cijena negativne en-

ix



ergije uravnoteženja negativna, što ponovno znači da se punjenjem električnih vozila zarad̄uje.

Ove pomoćne usluge su značajno dinamičnije od čistog energetskog trgovanja jer se aktiviraju

izravno na zahtjev operatora prijenosnog sustava (ili promjenu frekvencije). Postoji velik broj

pilot projekata u Europi koji se bave upravo pružanjem kapaciteta/energije uravnoteženja gdje

se osim tehničke izvedivosti definira i isplativost koncepta. Isplativost ovisi o dva seta cijena,

cijene za dostupnost te aktivaciju, kao i o volumenu stvarno aktivirane energije. Aktivacija ovih

usluga je vrlo nepredvidiva te je vrlo bitno imati adekvatne tržišne modele kako bi električna

vozila bila u stanju pružiti sve ugovorene usluge bez narušavanja komfora korisnika električnih

vozila (nedovoljna energija za putovanje itd.). Ako korisnik ne želi unaprijed prodati svoj ka-

pacitet punjenja ili pražnjenja kao uslugu kapacieta uravnoteženja, moguće je trgovati i samo

energijom uravnoteženja kroz slobodne ponude (engl. "Free bids"). Tada se odluke donose u

stvarnom vremenu kada je korisnik siguran da mu neće biti potrebno vozilo u sljedećem vremn-

skom periodu.

Osnovna postavka za ovakav način rada jest da punjači tehnički moraju biti drugačije diza-

jnirani, odnosno moraju biti dvosmjerni te popraćeni odgovarajućom informacijsko-komunikacijskom

infrastrukturom. Ovakvi punjači nešto su skuplji od klasičnih jednosmjernih, no prema dostup-

noj literaturi, kod pružanja i arbitraže i kapaciteta/energije uravnoteženja, dodatna investicija

je često opravdana (što ovisi o uvjetima na pojedinim tržištima). Bitan aspekt jest i pitanje

dodatne degradacije baterije uslijed povećanja broja ciklusa punjenja-pražnjenja. Naime, litij

ionske baterije degradiraju kalendarski i operativno. Najveći efekt kod degradacije imaju du-

bina pražnjenja, snage punjenja i pražnjenja te temperatura. Kod učestalih dubokih pražnjenja

skraćuje im se životni vijek što se mora uzeti u obzir tijekom proračuna isplativosti.

Kako bi se ostvarilo pametno punjenje, potrebni su i dodatni inputi od strane korisnika.

Potrebno je znati sve tehničke podatke o vozilu, snaga punjača i kapacitet baterije, ali i podatke

o ponašanju i željama vozača. Ako vozač rijetko i u pravilnim vremenskim razmacima koristi

vozilo, moguće su značajne zarade od arbitraže ili pružanja kapaciteta i energije uravnoteženja.

Ako pak vozač često i u nepravilinim koracima koristi vozilo tada on mora puniti vozilo gotovo

pa neupravljivo kako bi si osigurao potrebnu energiju za vožnju.

Ova doktorska disertacija bavi se s tri izazova povezana s pametnim punjenjem i pružanjem

te pružanjem usluga uravnoteženja iz električnih vozila: fizički utjecaj na elektroenergetski

sustav, adekvatan i poticajan koncept e-mobilnosti te razvoj strategije za tržišno pozicioniranje

električnih vozila.

Prvi izazov jest ispitati kako različite strategije punjenja i pražnjenja električnih vozila ut-

ječu na pogon elektroenergetskog sustava s različitim omjerima proizvodnih jedinica, različitim

udjelima električnih vozila i obnovljivih izvora energije, različitim planovima dekomisije proizvod-

nih jedinica, različitim politikama za obnovljive izvore energije itd. Kako bi se navedeno

moglo ispitati kreiran je cjelobrojni linearni model za kreiranje voznog reda elektrana (engl.
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„Unit Commitment“) s integriranim električnim vozilima. Testirane su razne strategije pun-

jenja električnih vozila, od neupravljivog, jednosmjernog i dvosmjernog s i bez utjecaja ili

pružanja rezervi. Osim sporog punjenja kada su vozila parkirana, ispitane su i brze stanice

za punjenje električnih vozila s i bez stacionarnog spremnika energije. Općeniti zaključak jest

da neupravljivo punjenje vodi ka većim troškovima, emisijama stakleničkih plinova te rasipanju

obnovljive energije (engl. "Renewable energy mitigation") ponajviše jer su u pogon značajnije

uključene skupe vršne elektrane (plinske s otvorenim ili zatvorenim ciklusom). Pametno pun-

jenje, osim što smanjuje troškove, emisije stakleničkih plinova i rasipanje obnovljive energije

ima i neizravne koristi poput sniženog cikliranja i ravnomjernije proizvodnje električne en-

ergije iz konvencionalnih elektrana. Navedeno dovodi do manje degradacije elektrana, odnosno

produženog životnog vijeka. Isto tako, zanimljiv rezultat jest da obnovljivi izvori energije (u

sustavu bez električnih vozila) mogu preuzeti značajan dio rezerve ako im je to omogućeno.

U odred̄enim slučajevima isplativije je odbaciti dio obnovljive energije nego puštati u pogon

konvencionalne elektrane. S druge strane, ako je u isto vrijeme omogućeno i pružanje rezervi

iz obnovljivih izvora energije i električnih vozila, električna vozila će pružiti gotovo svu rez-

ervu te u isto vrijeme omogućiti minimalno rasipanje energije iz obnovljivih izvora energije.

Dobrobiti pružanja fleksibilnosti iz električnih vozila značajno ovise o energetskom miksu raz-

matranog sustava. U čistom termo sustavu (nuklearne, ugljene, plineske elektrane) dobrobiti su

vrlo velike, no one se smanjuju ako u sustav dodajemo upravljive elektrane na obnovljive izvore

energije poput akumulacijskih hidroelektrana.

Drugi izazov bavi se problematikom definiranja samog koncepta pametne e-mobilnosti. Dva

su moguća koncepta: jedan baziran na punionicama električnih vozila, odnosno CS-based (engl.

„Charging Stations“) te drugi baziran na samim električnim vozilima, odnosno EV-based. Pi-

tanje je koji od njih ima veći potencijal za pružanje fleksibilnosti elektroenergetskom sustavu?

Pojam fleksibilnosti odnosi se na mogućnost promjene radne točke djelatne snage (tehnički

izvedivo s zanemarivim troškom) radi pružanja usluga sustavu. Prvi koncept je zastupljen u

skoro svim današnjim sustavima pametnog punjenja, i u praksi i u znanstvenoj literaturi. Prema

tom konceptu aktivni sudionici elektroenergetskog sustava su stanice za punjenje električnih

vozila, dok su električna vozila samo instrument za pružanje fleksibilnosti. Nekoliko je prepreka

kod ovog koncepta kada se razmatra fleksibilnost. Najveća med̄u njima jest nemogućnost stan-

ice za punjenje da prati ili upravlja punjenjem/pražnjenjem električnih vozila kada ona nisu

na lokacije te stanice. Budući da stanica ne zna što se s električnim vozilima dogad̄a kada

nisu parkirana na njezinim punjačima nije u stanju kreirati optimalni dnevni raspored pun-

jenja/pražnjenja ili pružanja usluga uravnoteženja. Pametne punionice nisu u stanju prognozi-

rati pojedinčne potrebe i mogućnosti pružanja fleksibilnosti od strane električnih vozila već

samo kumulativne potrebe za energijom vozila koje su spojene na njihove punjače. S druge

strane, u konceptu baziranom na električnim vozilima, električna vozila su aktivni sudionici
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elektroenergetskog sustava, dok su stanice za punjenje samo infrastruktura koja omogućuje

interakciju (slično distribucijskim mrežama koje su infrastruktura koja omogućuje prijenos en-

ergije do krajnjeg potrošača). Glavna prednost ovog koncepta jest praćenje ponašanja elek-

tričnih vozila tijekom cijelog dana čime se može točnije procijeniti kada su optimalni vremen-

ski prozori za pružanje usluga te je moguće prilagoditi pružanje različitih usluga na različitim

stanicama za punjenje. Drugim riječima, moguće je maksimizirati pružanje fleksibilnosti bez

zadiranja u komfor korisnika. Kroz deterministički matematički model dokazana je prednost

predloženog sustava baziranog na električnim vozilima naspram konvencionalnog sustava bazi-

ranog na punionicama. Prednosti su značajne u danima kada je cijena energije volatilna, dok se

njihov utjecaj smanjuje kada je cijena energije kroz dan jednolika.

Zadnji izazov je razvoj algoritma za tržišno pozicioniranje flote električnih vozila za trgo-

vanje energijom te pružanje kapaciteta i energije uravnoteženja. Posebna pozornost stavljena

je na modeliranje aktivacije različitih rezervi u takvim algoritmima. Naime, ovo područje nije

dovoljno obrad̄eno u znanstvenoj literaturi, a krucijalno je za tehnologije s ograničenim ener-

getskim kapacitetom kakva su i električna vozila. Aktivacija rezerve (energija uravnoteženja)

vrlo je stohastičan parametar o kojem ovisi kada i kolike ponude će se podnositi na tržištima.

U ovoj doktorskoj disertaciji razvijeni su stohastički (bazirani na scenarijima) i robusni modeli

(bazirani na najgorem slučaju) koji mogu učinkovito uzeti u obzir spomenutu nesigurnost. Oba

modela pokazuju superiornost naspram determinističkog modela čiji rezultati mogu dovesti do

neizvedivih radnih stanja električnih vozila, do plaćanja za energiju uravnoteženja i penala radi

neisporuke rezervi/energije uravnoteženja. Robusni model pokazao se kao bolji izbor za speci-

fičnu primjenu budući da posjeduje bolje karakteristike u pogledu računalne traktabilnosti te

veće upravljivosti za zaštitu od rizika.

Ključne riječi: Električna vozila, Pomoćne usluge, Rezerve, Energija uravnoteženja, Pametno

punjenje
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Chapter 1

Introduction

Decarbonisation of the global economy follows the combined efforts of the governments world-

wide to reduce the pressure on the planet’s rising global temperature. Decarbonisation refers to

the process of transition from the fossil-fuel-driven economy to the non-polluting or renewable

resources. The key of this process is to decrease the greenhouse gas emissions (GHG) wher-

ever and as much as possible. The research presented in this thesis deals with the interaction

of the decarbonisation processes in two sectors: power systems – renewable energy sources

integration and transport system – road vehicle electrification. The main focus is on use of

smart electric vehicle charging (decarbonized transport infrastructure) to provide reserves and

balancing services to the decarbonised power system.

1.1 Background and Motivation

According to [1], energy consumption is undoubtedly the biggest source of human-caused GHG

emissions, responsible for 73% of the emissions worldwide. It is followed by agriculture (12%),

land-use and forestry (6.5 %), industrial processes (5.6%) and waste (3.2%). The cited data

refers to the year 2016 as it is the last year with complete data sets. Within the sector of

energy consumption, generation of heat and electricity takes the highest share in GHG emissions

with 30% of the total emissions (of which 70% is from coal power plants). Transportation

sector occupies the second place with 15% and is closely followed by the manufacturing and

construction with 12% of the total GHG emissions. If the analysis proceeds towards the last

step, i.e. towards end-use activities, it can be seen that the road transport (11.9% of total) is the

highest GHG emitter followed by energy consumption in residential (10.9% of total emissions)

and commercial (6.6% of total emissions) buildings. Those percentages include both direct

emissions from fossil fuel combustion and indirect emissions such as electricity and heat use.

Industrial processes, heat and electricity (part of energy sector), transportation (part of en-

ergy sector), manufacturing and construction (part of energy sector) are the sectors with the
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highest rise in GHG emissions; with the reference year of 1990 and target year of 2016 the

percentages of the increase are the following: 174%, 76%, 71%, 55% [1]. Increase in industrial

processes is predominantly stemming from increase in the refrigeration, whereas the energy-

related emissions in the heat and electricity, transportation, manufacturing and construction are

emerging as an affect of increase in the electricity and heat end-use, road vehicle traveling and

industrial production, respectively. The increase in heat and electricity related emission where

positive until 2013 (1990-2013: 78%) and afterwards sunk by 2% in the 2013-2016 period. The

decrease can be interpreted as an effect of the decarbonisation measures such as the transition

from coal to gas power plants and to renewable energy sources. However, some of the more

recent data shows further increase of heat and electricity related emissions. It could be labeled

to the following effect: event though the decarbonisation measures are in place (in many but not

all countries) the rise in the heat and electricity demand worldwide is still sufficient to continue

supporting fossil fueled power plants.

It is clear that the decarbonisation process must proceed and even intensify if we want to

reach sufficient sustainability levels. The two sectors with the highest absolute emission rates

as well as the highest relative increase, in reference to 1990, are the power systems and road

transport systems. They are the ones which should be decarbonized first as they have the high-

est impact. Zero-carbon solutions are becoming competitive across different economic sectors

but the trend is the most noticeable in exactly those two sectors as they created many new busi-

ness opportunities for early movers. In a nutshell, decarbonisation in the power system mainly

refers to the process where fossil fueled generation is gradually replaced with renewable energy

sources (RES, predominantly wind and solar power plants) and fossil fueled internal combustion

engine (ICE) vehicles are replaced with alternate fuel vehicles (predominantly electric vehicles

– EVs).

1.2 Objective of the Thesis

At a first glance, the new design of the power and transport systems with new zero-carbon

technology seems flawless. However, there are integration challenges that must be solved as the

penetration of either of them increases. When considering RES, their variable and unpredictable

nature increases the overall variability and uncertainty in the power system. Along with the

decommission of the fossil fuel power plants it creates the lack of flexibility (controllability)

in the power system operation and can create balancing and grid issues. If not strategically

managed, it can happen that the decarbonisation measures in the form of RES power plant

integration lead to new requests for flexible carbon units such as gas (fossil fuel) power plants

which is contradictory to the primary intention of the measures. To bridge the gap between

carbon driven and carbon-free power system, new carbon-free flexibility providers should be

2



Introduction

introduced.

Road transport electrification brings it own challenges as well. The first phase was electri-

fication under passive/dumb/uncontrollable approach where the EVs charge at full power right

from the beginning of the charging process until fully charged. They do not take into account

electricity system and grid constraints whatsoever. Such charging can lead to grid issues such as

congestion or under/over voltages. The issue is mostly related to the distribution network, where

EV chargers are located, but similar effects can appear in the transmission network. Passive EV

charging can also alter the demand curve and introduce new variability and unpredictability to

the demand side, which reflects to the power system balancing. Once again, if decarbonisation

is managed poorly, the road transport electrification can lead to increased needs for flexible

carbon power plants which only transfers the emissions from one sector to another. If over-

all economy is observed, this nullifies the desired effect of the measures. And once again, to

bridge the gap between the carbon-driven and the carbon-free transport system, new carbon-free

flexibility providers should be introduced.

To summarize, decarbonisation measures in both the power and the transport sectors have

two prominent downsides: power grid and balancing issues. Solutions for both of them can be

versatile, e.g. investment in new technology (stationary batteries), changes in the grid operation

concept (active grids, microgrids), activation of demand (demand response), liberalization of

services (congestion and balancing markets), smart charging of EVs, etc. The focus of this

thesis is on use of one of the possible solutions, EVs as active system/market participants,

to solve the balancing issues. In the proposed approach, the EVs are not charged passively,

which is the practice today, but they are seen as a fully flexible source under bidirectional smart

charging scheme that helps the power system and EV users as follows:

• the EV charging is more predictable (as opposed to today’s business-as-usual charging)

and therefore it does not create new balancing issues – consequently, it does not create

additional costs to the electricity users which would, in turn, manifest as higher charging

costs for the EV users;

• the EV charging process is controllable and it can charge when there is an abundance

of the RES generated power or discharge when the RES power is scarce – it directly

translates to charging when the prices are low and discharging when the prices are high

and the overall lower charging bills for the EV users;

• the EV charging is more controllable and can provide balancing services to the power

system operator to resolve the balancing issues created by the RES integration – less

balancing issues means lower charging cost and balancing services provision means ad-

ditional revenues for the EV users.

The scientific contribution of this thesis consists of the following:

1. Model for optimal charging scheduling of a fleet of electric vehicles with the goal of
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providing reserve services and increasing overall power system flexibility;

2. Defining methodology for evaluating benefits of different charging strategies of a fleet

of electric vehicles with the goal of increasing the share of variable renewable energy

penetration;

3. Strategic positioning model for electric vehicle aggregator on electricity and ancillary

service markets.

1.3 Structure of the Thesis

The thesis is structured as follows:

• Chapter 2 reviews current processes and status of both systems of interest: power systems

and e-mobility (road transport) system;

• Chapter 3 defines and elaborates the mathematical methods often used in the power sys-

tem modeling which are utilized in this paper;

• Chapter 4 elaborates on the main contributions of the paper and links them to the publi-

cations;

• Chapter 5 presents the list of all relevant publications,

• Chapter 6 summarizes author’s contribution to the publications;

• Chapter 7 concludes the thesis and highlights main findings.
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Chapter 2

Interconnection of the Power and Electric
Transportation Systems

Power and road transport system share the same long-term goal of zero-emission operation.

However, the path to reaching the final goal is complex and thorny, where deep integration

of emission-neutral technologies require conceptual changes to the business-as-usual for both

observed systems. This Chapter will provide an introduction to the current status and future

trends in the power and e-mobility systems and position the research conducted throughout this

thesis within those two systems.

2.1 Power System Trends

The power system is experiencing a process of transition toward a green-energy system. In the

following subsections this transition will be elaborated from the perspective of the current and

the future electricity mix, flexibility challenges and market solutions for system-wide services

– energy arbitrage and reserves provision. Finally, the section will boil down to the potential

and necessity of using e-mobility as the next-era flexibility provider.

2.1.1 Electricity Mix – the Rise of Renewables

The current total energy mix in the world is still largely based on fossil fuels and according

to [2] and [3] for 2019. it is as follows: oil - 33.1 %, coal - 27%, gas - 24.2%, nuclear -

4.3%, hydropower - 6.4%, - wind 2.2%, - solar 1.1%, biofuels - 0.7% and other renewables

0.9%. In total, more than 84 % of the world energy comes form fossil fuels. Renewables

take only 11.4% of the total energy consumption. Observing only electricity, the mix is a bit

different [2]: oil - 3.1%, coal - 36.7%, gas - 23.5%, nuclear - 10.4%, hydropower - 15.8%,

wind - 5.3%, solar - 2.7%, other renewables - 2.5%. More than one third of electricity comes
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from the low carbon technologies (nuclear + RES), and more than one fourth comes from RES.

The situation is better than in total energy mix meaning that power systems are pioneering

sector when it comes to decarbonisation, but still the largest share of electricity generation fleet

is fossil fueled. Even though the renewable sources (observing all types: hydro, wind, solar,

bio...) experienced the highest relative rise in the electricity generation in the last two decades

(1999. 2.87 GWh - 2019. 7.03 GWh ≈ 2.5 times increase), the total energy demand increased

substantially in absolute terms (1999. 14.81 GWh - 2019 26.77 GWh ≈ 1.8 times increase)

which entailed high investments in new fossil fueled units of all types, but primarily coal and

gas (1999 8.21 GWh - 2019 16.12 GWh ≈ 2 times increase) [4]. There is large discrepancy

between developed countries (US, EU etc.) where the total increase in electricity consumption is

low with fast RES integration policies and developing countries (China, India etc.) whose total

electricity consumption is rapidly increasing [5] but the RES integration pace cannot follow it.

The former countries are already experiencing the RES integration challenges, whereas in the

latter countries they are yet to come.

If the focus is switched on one of the leading countries in RES integration, e.g. Germany,

it can be seen that their historic curves are different than global trends [2], [4]. Coal is sharply

decreasing (1999. 279.1 TWh - 2019 171.2 TWh≈ 1.6 times decrease), hydropower is stagnat-

ing (1999. 20.69 TWh - 2019 20.19 TWh), while gas (1999 51.8 TWh - 91.0 TWh ≈ 1.6 times

increase) and RES without hydro (1999 9.14 TWh - 2019 224.1 TWh≈ 24.5 times increase) are

increasing. Such developments lead to the extremely high shares of RES generation compared

to not-RES generation (fossil plus nuclear) in Germany [6] in 2019 (RES - 46.1%, not-RES

53.9%) and 2020 (RES - 50.6%, not-RES 49.4%). The 2020. was the first year in history with

RES generation higher than not-RES, in February 2020. the RES generation was more than

60% of total generation.

According to IEA Global Energy Outlook [5] the power systems are being reshaped by tech-

nology development and by energy security and sustainability goals, and this decarbonisation

process will continue in the future. In 2019, RES and nuclear generated more electricity than

coal. Following the Stated Policies Scenario from [5] (STEPS - future scenarios based on to-

day’s policy settings and an assumption that the COVID pandemic is brought under control in

2021). By 2030, RES and nuclear power will provide nearly half of global electricity supply in

the STEPS. RES electricity generation will overtake the coal as primary means of generation by

2025 where solar and wind are the leading technology. It is worth mentioning that 166 countries

now have targets for RES in power systems. Gas is environmentally less harmful than coal and

its generation will increase by 30% by 2040 (increase in period 2019-2040 ≈ 2 GWh) provid-

ing the backup for the RES integration. The RES alone will provide nearly 40% of electricity

supply by 2030. Solar becomes the fastest growing technology with increase of around 660%

(increase in period 2019-2040≈ 4.8 GWh) followed by wind with increase of around 280% (in-
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crease in period 2019-2040≈ 4.0 GWh) compared to 2019 generation levels. Hydropower have

moderate increase (increase in period 2019-2040 ≈ 1.6 GWh) since locations for large plants

are becoming scarce, whereas bioenergy and nuclear energy have much lower effect compared

to solar and wind, 0.74 and 0.65 GWh increase in period 2019-2040, respectively. Due to this

reasons, the term RES in the following Sections refers to wind and solar if not explicitly stated

otherwise.

As a conclusion, the power system decarbonisation/RES integration trends will continue

and intensify in the future worldwide and power system researchers and engineers must adapt

the system planning and operation methods to them if necessary to at least keep the current

security of supply levels.

2.1.2 Challenges on the Road - the Increasing Need for Flexibility

Traditionally, the main flexibility sinks are demand uncertainty and variability plus genera-

tion fleet and grid infrastructure failures. The term flexibility refers to the ability of the unit to

change its parameters, primarily active power generation output (technically viable with negligi-

ble economic loss). The flexibility is usually bidirectionally divided where terms up or positive

flexibility refer to increased power injections or decreased power extractions and terms down

or negative flexibility refer to decreased power injections or increased power extractions (com-

pared to planned schedules). In the similar manner, one can say that the power system is flexible

if it has sufficient amount of flexible units to wrestle against the overall system’s variability and

unpredictability and therefore can maintain continuous power supply [7], [8]. The flexibility

is wide term which covers a variety of services spanning time scales measured in seconds to

hours, days and across seasons. It could be seen as services connected to electricity markets

(arbitrage), system adequacy (capacity remuneration mechanisms), transmission and distribu-

tion grids (congestion and voltage management, investment deferral), "behind-the-meter" (grid

tariff management, peak shaving), balancing balance responsible parties (providing balancing

energy), system balancing (providing virtual inertia, reserves, balancing energy) etc. In this

thesis the focus is on the first and last group of services whilst the rest of the services falls out

of the scope. The energy trading on markets is used as a base to investigate the system bal-

ancing challenges and therefore the term flexibility in he rest of the paper means either market

flexibility or balancing flexibility.

New RES enhance the need for new flexibility sources in a twofold manner: they decrease

offer and increase demand. Flexibility offer decrease – indirectly RES drive the conventional

flexibility providers into unprofitable business operations (lower wholesale prices, shorter peak

price periods...) and eventually to their decommissioning. Conventional flexibility providers are

large centralized fossil fueled and hydro power plants. Flexibility demand increase – additional

variability and unpredictability brought by RES to the power system directly increase flexibility
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requirements [9].

The power output of RES power plants is not flexible compared to the fossil fuel power

plants. The fossil fuel plants can store their primary energy source (coal, oil, gas...) and gener-

ate power on request. If they decide not to generate power, energy is not lost but stored for the

latter use. However, if the RES power plant decides not to produce power that energy will be

lost (often referred to as RES curtailment). Another issue is that the RES can generate power

as much as the primary resource allows, e.g. if the wind is blowing with the speed which is less

than maximal projected, wind power plant will not be able generate its full rated power. The

capacity factors for wind are around 30% whilst for solar are around 20% [10]. The econom-

ically optimal power generation of the RES power plants is connected to the current weather

conditions and forecasts. This brings us to to challenge of RES behaviour and forecasting or to

the challenge of RES variability and uncertainty. The RES generation changes as the weather

conditions change (variability), from zero to full rated power in matter of minutes. The RES

forecasts are not perfect and always contain some level of errors [8]. Those errors mean that

RES generation is uncertain and should have backup generation if weather conditions diverge

from the forecasted ones. It’s worth mentioning that the vast majority of RES units is coupled to

the system through power electronics – invertors. They technically can be easily programmed

to provide flexibility, but with financial losses mostly due to RES curtailments. If the RES unit

desires to provide up flexibility it should schedule their generation bellow maximal forecasted

generation to be able to ramp up the generation on request (price or balancing signal). If the

RES unit desires to provide down flexibility they schedule their operation on maximal fore-

casted generation but if the flexibility is requested they will be ramped down bellow maximal

forecasts. In both cases the RES curtailment will occur. Additionally, weather uncertainty could

pose a risk of inability of provision of promised flexibility for RES units as the real generation

could differ from the maximal forecasts.

Flexibility on energy markets can be defined as the possibility to adapt to the wholesale

electricity price signals. For the producers, it means to sell when the price is high and for the

consumers it means to buy when the price is low. RES units cannot choose when to gener-

ate/sell without noticeable RES curtailment. On the other hand, fossil and hydro power plants

can easily choose not to sell if the price is lower than their marginal generation cost. Similarly

as RES, conventional demand facilities cannot choose when to consume/buy electricity as it will

harm users comfort or the efficiency of the processes. Development towards demand response

consumers is explained in Section 2.1.5. Traders and energy storage facilities can exploit the

variable character of electricity price even more through energy/electricity arbitrage. This pro-

cess entails buying/charging electricity when cheap and selling/discharging when expensive.

The main parameters to handle arbitrage is what are the losses in the buying/selling process and

how big is the difference between low and high prices.
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The power systems relay on the equilibrium of system-wide power generation and con-

sumption. If this balance is disturbed the system frequency deviate from the rated one (50 Hz

in Europe) which is not allowed as it yields negative effects to the users and their electrical

equipment. In the fossil fueled power system the generation side always followed demand and

kept the frequency deviation as low as possible. This, in general, means that fossil fueled power

plants (along with large conventional hydro power plants) provided most of the necessary bal-

ancing flexibility to the power system. If there is no fossil fueled generation (high penetration

of RES) the power system losses most of its balancing flexibility and cannot keep the same level

of frequency deviations. New flexibility sources should be introduced to support the balancing

needs of low carbon power system as highlighted in 2.1.5. Power systems with high share of hy-

dropower relay on hydro generators as balancing flexibility providers and they are less affected

by the increasing share of RES.

Sections 2.1.1 and 2.1.2 clearly point out that developments in the traditional flexibility

services concepts are necessary to support further decarbonisation process. Diversification of

the flexibility providers is essential, but to achieve it a prerequisite is to have adequately and

transparently defined flexibility services and their markets.

2.1.3 From Flexibility to Energy Arbitrage and Markets

Flexibility can be provided to different system entities from electricity markets, system oper-

ators to balance responsible parties and end-users. The last two entities are the private ones,

whereas the emphasis of this research is on the system-wide services. Note that Chapter 4

explains how easily the concepts and the models can be adapted for other services as well.

As stated in Section 2.1.2, flexible market participants can adapt to the prices stemming

from the wholesale electricity markets. The wholesale electricity markets are the arenas for

the bulk electricity trade by the pure energy price (no grid tariffs, governments levies and taxes

etc.). The can be divided to long-term and short-term markets. The long-term markets are

usually financial contracts traded several years to weeks ahead of the delivery used for hedging

the risk of short-term uncertainties. Short-term markets are closer to real-time and they are

mostly physical contracts with agreed electricity delivery (agreed delivery period, price and

volume). Both of the mentioned markets can be traded bilaterally and on organized exchanges.

This thesis focuses on organized short-term markets as they provide transparent conditions and

price and form the foundation for all other trading possibilities (for example reference price for

bilateral and long-term contracts).

Globally, many different organized short-term market concepts exit. The leading two being

the North American ISO/RTO power pools and EU power exchanges. The former ones are char-

acterized with centralized dispatch where the producers submit their technical data and marginal

cost and the market algorithm schedules the cheapest ones to satisfy net demand (demand - vari-
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able RES generation). The ISO/RTO dispatch the producers according to the algorithm directly.

Since the system operators are the organisers of these markets, they often co-optimize the re-

serves with the energy as well. In the EU, power exchanges are separated form the TSOs and

market algorithm takes the buyers offers and sellers bids (the same conditions apply for all par-

ticipants, i.e. the markets are technology neutral), creates the aggregated buy and sell curves,

and the price settles on the intersection of the two curves. Afterwards, all the buyers and sellers

self dispatch themselves according to the accepted offers and bids, respectively. These accepted

offers and bids act as a planned schedule which is submitted to the TSOs and which is used

as a reference when calculating participant’s imbalances (more detail in Section 2.1.4). As the

TSO’s are separated from the electricity markets, they organize independent markets for the an-

cillary services such as reserves (more detail in Section 2.1.4). The rest of the thesis concentrate

on EU style markets [11].

In Europe, power exchanges organize several type of markets [11]: Day-ahead (DA) auction,

Intraday auction, Intraday (ID) continuous trading. The paper focuses on DA market as it is the

cornerstone market with 24 hour trading horizon and half to quarter hourly resolution. The gate

closure is 12 hours ahead of the first delivery period. Intraday markets supplemental markets to

the DA market where market participants try to balance themselves before delivery.

European markets started as national markets but they are in the process of coupling with

the aim of creation of one integrated EU market as regulated in [12]. The markets are also

continuously developing in the direction of shorter gate closure times, smaller volumes and

shorter trading resolution to adapted more to new technology such as RES and new flexibility

providers elaborated in Section 2.1.5. Apart from system operation (Section 2.1.2) and energy

markets 2.1.3 the important aspects for the further decarbonization are the balancing services

and markets further processed in the Section 2.1.4.

2.1.4 From Flexibility to Balancing Ancillary Services and Markets

The services through which the flexibility is provided to the transmission (TSO)/distribution

system operators (DSO) are usually termed ancillary services. The role of ancillary services is

to keep the system stable and running continuously. The in-effect EU electricity market direc-

tive [13] defines ancillary service as: "a service necessary for the operation of a transmission or

distribution system, including balancing and non-frequency ancillary services, but not includ-

ing congestion management". As mentioned in Section 2.1.2, the focus in this thesis is on the

balancing ancillary services which are defined in [14] as: " all actions and processes, in all time-

lines, through which transmission system operators ensure, in an ongoing manner, maintenance

of the system frequency within a predefined stability range and compliance with the amount of

reserves needed with respect to the required quality."

In general, the European power systems are balanced though balance responsibility and re-
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serve activation/balancing energy provision mechanisms. The former one states that each mar-

ket participant is responsible for their own imbalances (discrepancies between planned power

schedules and real power realizations). As defined in [14], each participant will be a balance

responsible party (BRP) or it will delegate its balance responsibility to another BRP. Each BRP

will be penalized by the TSO for their imbalances according to valid imbalance settlement price

(ISP). ISP provides financial signals for the participants to decide whether to invest more into

new forecasting, measurement and control technology or to continue to remunerate the TSO for

their imbalances. The ISP is published ex post after the actual power delivery and it is based on

the reserve activation prices for that balancing period.

The reserve activation/balancing energy provision mechanisms are the other side of the bal-

ancing efforts. If the BRPs do not preserve the balance between the planned schedules (from

the day-ahead) and real-time realizations the system will suffer from the system-wide imbal-

ances. To bring back the balance the TSOs use balancing energy from the reserve or balancing

service providers (BSP). In other words, ancillary services used to solve balancing issues can

be divided into reserves and direct balancing energy (often referred to as voluntary bids in the

market context). Reserves are flexible power capacities allocated before the actual delivery of

the services (year, month, week, day-ahead) which can be, if needed, activated to provide bal-

ancing energy. Balancing energy can be provided through mentioned reserve activation or by

direct energy trading within the delivery period in close to real-time. The latter way doesn’t

entail any kind of prior capacity reservation. The reserves are design to ensure that sufficient

balancing energy will be on disposal in the real time to the TSOs. The direct balancing energy

provision is designed in a way that all the unused flexible capacities in the real-time can still

provide balancing services to the TSOs to widen their possibilities and to lower the price.

Different market arrangements for reserves and balancing energy currently exit in Europe

[15], [16], [11]. The Nordic countries and France operate separate auctions for reserves and

balancing energy. The reserve auctions are organised year to day ahead of the delivery and the

BSPs bid only reserve capacity volume-price pairs where the cheapest ones get accepted until

the required amount of reserves is reached. Afterwards, closer to real-time, the balancing energy

auctions are operated where all those accepted for reserve provision are obliged to submit bids

for balancing energy (volume-price pairs) up to their accepted reserve volume. Additionally, all

other BSPs can voluntary bid their unused capacities as direct trading of balancing energy. The

cheapest ones are accepted up the the required amount of balancing energy in the real-time. In

Germany, the BSP bid at the same time the reserve capacity volume-price pairs coupled with

balancing energy volume-price pairs. The first stage in the auction is arranging the capacity

volume-price pairs in an ascending order by price, where all bids up to the total required volume

are accepted. The second stage of the auction process arrange the energy volume-price pairs

in an ascending order by price and all the bids up to total required energy are activated. Direct
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trading of balancing energy or voluntary bids are not allowed. Some EU countries still lack

the legislative and regulative support to issue adequate markets and still have monopolistic

and bilateral arrangements for the reserve and balancing energy trading. The EU is therefore

pushing the harmonization rules [17] to create the cornerstone for future integrated transnational

market for reserve capacity and balancing energy [15], [11]. The goal of such efforts is to

increase the international trade of those services, lower their price and increase the utilization of

the interconnecting lines. For the reserve providers it is important that they are paid twofold: for

the promised/reserved capacity in EUR/MW/(balancing time period) and for the actual activated

balancing energy in EUR/MWh. The BSP directly selling the balancing energy can acquire only

the second fee.

In Europe, the harmonization rules [18] defined four main categories of reserves (more about

reserves in [19], [20]):

1. Frequency Contentment Reserves (FCR):

• the active power reserves available to contain system frequency after the occurrence

of an imbalance;

• first line of defence, activates automatically on frequency deviations;

• operating reserves with the activation time up to 30 seconds;

2. automatic Frequency Restoration Reserves (aFRR):

• the automatically activated active power reserves available to restore system fre-

quency to the nominal frequency and, for a synchronous area consisting of more

than one LFC area, to restore power balance to the scheduled value;

• second line of defence, activates automatically on area control error (ACE) signal;

• an activation time with a delay of 30 seconds up to 15 minutes;

3. manual Frequency Restoration Reserves (mFRR):

• the manually activated active power reserves available to restore system frequency

to the nominal frequency and, for a synchronous area consisting of more than one

LFC area, to restore power balance to the scheduled value;

• third line of defence, activates manually by TSO’s dispatch center;

• an activation time with maximum of 15 minutes;

4. Replacement Reserves (RR):

• the active power reserves available to restore or support the required level of FRR

to be prepared for additional system imbalances, including generation reserves;

• fourth line of defence, activates manually by TSO’s dispatch center;

• an activation time with minimum of 15 minutes;

12



Interconnection of the Power and Electric Transportation Systems

2.1.5 New Flexibility Sources

Whether it is about market or balancing flexibility, one thing is sure, the direction toward green

power system means loss of conventional flexibility providers and increasing flexibility require-

ments (more details in 2.1.2). The question that arises is: who will compensate the missing

flexibility? The question can be reformulated to: which technology will bridge the flexibility

gap?

There are several approaches to solve the flexibility riddle, some of them are listed here [8],

[9], [7], [21]:

1. Grid-related solutions - enabling sufficient flexibility provision:

• conventional grid extension – building new lines (especially interconnections) to

ease and enhance energy and flexibility flow;

• grid activation – integration of measurements, FACTS and remote control devices

into the grid thus enabling directed power flows and dynamic topology changes;

• microgrids and energy communities – allowing privately owned medium and low-

voltage networks to group and jointly manage their energy needs. With the ability

of island operation and the goal of selfsupply;

• reformulation of grid codes – enabling flexibility provision of end-users.

2. Market-related solutions - enabling sufficient flexibility provision:

• existing markets redesign – adjusting the market products to aggregators, storage

systems, distributed energy sources (DER) and RES;

• new markets incorporation – creating markets for virtual inertia, congestions, volt-

age management etc.;

• market coupling – integrating adjacent energy, reserve capacity, balancing energy

markets to allow energy and flexibility flow from areas with lower price to ares with

higher price;

3. User-related solutions - providing flexibility:

• further development of RES flexibility provision concepts – RES energy curtailment

or "behind-the-meter" storage integration;

• further development of demand response concepts – integration of IoT technology

to enable loads to adjust to power system needs, users behavior change to allow

demand response;

• further integration of energy storage solutions – household, buildings, industry,

utility-scale, RES facility storage integration;

• enabling smart EV charging and discharging – maximal utilization of smart e-mobility

by complete integration into power system operation;

The combined effect of the above-listed solutions is probably the correct pathway for sus-

tainable future. Grid and market-related solutions are the prerequisite for sufficient provision of
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flexibility from the user side. The smart e-mobility imposes as one of the leading sustainability

ingredients. There are several reasons which backup this statement. E-mobility is pushed for-

ward not from the power system side but from the road transportation side. Meaning that most

of the investment into the e-mobility is not related to the power system, hence the transport

electrification and its’ smartening doesn’t cost much from the power system point of view. It

can be compared with demand response and its enabling technology (ICT, metering, control...)

which can cost significant amount of investment relative to the financial gains of demand re-

sponse [22]. Part of the cost can be justified as the means of allowing the users to gain better

insight into their consumption processes. The costs are especially critical with energy storage

integration as they are the technology whose sole purpose is the flexibility provision and all

the cost must be reimbursed through financial gains of flexibility provision. It is interesting to

observe that smart e-mobility can be seen as both demand response and energy storage. If EV

charging is shifted in time it acts as demand response, but if EV is discharged back to the grid

it act as a battery storage. In Section 2.2 the smart e-mobility and its intersection with power

systems will be further analyses and elaborated.

2.2 E-mobility Trends

Historically, the predominant energy source in transport sector is oil providing 92% of transport

energy need in the past decade (0.8% is electricity). Increased transport needs directly trans-

lated to increased energy consumption in transport sector which is around 30% of total global

energy consumption [5] and to 15% of total GHG emissions [1]. These factors led to accelerated

switching to alternate fuels in transport sector. Coupled to power system decarbonisation, trans-

port sector electrification is key technology to reduce GHG emission and air pollution. Electric

vehicles have zero tailpipe emissions (if supplied by renewable electricity) and better efficiency

compared to ICE vehicles. This Section will investigate the trends in e-mobility sector 2.2.1

and connect it with power system operation 2.2.4.

2.2.1 EVs in Numbers - Exponential Function

In 2010 there were only 17 thousand EVs on the roads worldwide. The accelerate electrification

in the next decade led to about 17.2 million EVs in 2019. Over the last five years the annual

EV increase was 60%, whereas increase in 2019 compared to 2018 there was around 40%.

The electrification is concentrated to China, Europe and United States (47%, 25% and 20% of

the global EV fleet in 2019, respectively). Norway is leading the way with 13% of its fleet

already electrified, followed by Iceland with 4.4%, Netherlands with 2.7%, Sweden with 2.0%

and China with 1.6%.
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Even though the annual growth slows, the market share increases. In 2019. more than 20

countries have reached 1% market share of EVs in total number of vehicles sold [23]. The

EV’s market share worldwide in 2019 was 2.6% (total number of new EVs was 2.1 million)

whereas in 2018 and 2017 it was 2.4% and 1.5%, respectively. China was the largest market for

EVs with more than 50% of new sales (1.06 million) followed by Europe and US with 541 and

327 thousands, respectively. The total market share in China was 4.9%, while in Europe it was

3.5%. In Europe, the Norway had highest EV market share of 56% of total vehicles sold. The

Germany had the biggest volume of sold EVs of 109 thousand EVs. The France, Netherlands

and UK had more than 50 thousand EVs sold in 2019.

The lower annual increase in 2019-2018 (40%) compared to 2018-2017 (60%) was mostly

due to three factors: decreased overall passenger car sales, cuts in purchase subsidies (many

countries are starting to see EVs on level playing field to ICE) and customer expectations of

new technology (many new EV types are announced as well anticipated cost decrease and longer

travel distances) [23]. The COVID pandemic in 2020 created unprecedented drop in all car type

sales due to lockdown policies. However, the authors of [23] expect that the EV market will be

less influenced by the pandemic than ICE market. The overall vehicle market revival will be

strongly influenced with government policies as the vehicle manufacturing industry is important

economic diver in many developed countries.

The future EV stock number predictions be found in [23] under the Stated Policies Scenario

from [5] (STEPS - future scenarios based on today’s policy settings and an assumption that the

COVID pandemic is brought under control in 2021) and Sustainable Developed Scenario (SDS

- future scenarios with decarbonisation meet the Paris Agreement goals). IN STEPS scenario

the global EV stock will go from 8 million in 2019., through 50 million in 2025 (with 14 million

sales in 2025 alone - 10% share of total vehicle sales) up to 140 million by 2030 (with 25 million

sales in 2030 alone - 16% share of total vehicle sales). It is expected that EVs will account for

7% of global vehicle fleet by 2030. The SDS scenario is far more ambitious forecasting that

global EV stock will reach 80 million EVs in 2025 and 245 million EVs in 2030. In both

scenarios China retains the lead in absolute numbers of EV deployment. In STEPS, China

reach almost 35% not considering two wheelers and 60% across all EV types of EV market

share in 2030. Europe closely follows China trends and reaches market shares of more than

30% across all EV types.

2.2.2 Electric Vehicle Supply Equipment - Following the EV Trends?

Development of electric vehicle supply equipment (EVSE, charging infrastructure, chargers)

alongside building up and EV fleet is often considered as chicken and egg dilemma as invest-

ment in one is a prerequisite to the development of the other. Future EVSE needs are depending

on the mutual relationship of EV stock, driving requirements, routing, EVSE technical capa-
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bilities etc. The governments are therefore forced to stimulate investment in both of them to

create a complete e-mobility system. EVSE could be private where users must have specific

permission to charge (home, workplace etc) or public which are open to all users (next to com-

mercial buildings, on parking lots, dedicated fast charging stations etc.). The home charging

access is positively correlated with the number of EV users living in family houses or units

with the private garages [23]. Workplace charging depends heavily on company initiatives or

local policies, whereas public chargers have higher shares in large and dense cities, especially

in China. Another classification of EVSE is by their installed power which range from several

kilowatts to more than hundred kilowatts. In [23], authors separate three main EVSE groups:

private (home and workplace), public slow and public fast. The average private EVSE installed

power is assumed to double from today’s 3.3 kW to 6.7 kW in 2030. Average slow charging

power is assumed to be 7.4 kW whereas average fast charging power would reach 150 kW in

2030 (based on historic growth of DC EVSE).

The number of private chargers for for all the types of road vehicles expands from 6.4 mill.

in 2019 to 135 mill. in 2030. From the energy and power perspective, those chargers would

be responsible for consumption of around 400 TWh from 0.6 TW of installed power in STEPS

scenario. In SDS scenario, number-wise, energy-wise and power-wise are expected to reach

240 mill., 770 TWh and 1.1 TW, respectively (approximately double than STEPS).

The public charging infrastructure role can be twofold: as a complementary to private charg-

ing in less dense and less urban areas and as a primary charging source in highly dense and urban

areas. The home charging is assumed to be primary source (the cheapest and the least intrusive

to power system) accompanied with workplace charging (next step in affordability and intru-

siveness). Less dense areas have more space for private chargers (both home and workplace)

and therefore can utilize it more. In this case, the public chargers are mostly used to supplement

private EVSE and to lower range anxiety (fear of insufficient range). However, dense areas are

designed with more skyscraper alike buildings without private parking places (both home and

worklpace). Vehicle users are mostly parking in public places and therefore they would charge

more on slow public EVSE. The fast public EVSE is still used to supplement insufficient charg-

ing capabilities on those chargers. In 2019 there were around 870 thousand publicly available

slow and fast chargers, while the SPEPS predicts its increase to 11 mill. with energy consump-

tion of 70 TWh and installed capacity of 0.12 TW. SDS predicts two times more than STEPS

in 2030, number-wise, energy-wise and power-wise public EVSE to reach 20 mill., 120 TWh

and 0.2 TW. If STEPS numbers for slow and fast public charging are to be compared, it can be

concluded that 90% of EVSE will be in slow chargers with 60% of installed power and 20% of

consumed energy.
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2.2.3 Architecture of E-mobility System

E-mobility system depends on several players which must be adequately orchestrated to jointly

deliver the charging service [24], [25], [26], [27]:

• Charging point related:

– Charging point manufacturers, sellers, installers

– Charging point owners

– Charging point (/station) operators

• E-mobility service related:

– E-mobility (service) providers

– E-mobility roaming platforms

• Power system related:

– Electricity suppliers

– Grid operators (DSOs and TSOs)

– Aggregators

• EV related:

– EV manufactures, sellers

– EV owners

– EV users

The first group of players is connected withe the EVSE, or the charging points. First,

the EVSE must be manufactured, distributed, sold an installed at the charging point owners

premises. These actions are outside-the-scope of everyday e-mobility operation, but are impor-

tant to mention in general classification.

The charging point owner (local authorities, commercial businesses, public institutions etc.)

buy and pay for the installation of the EVSE on their own premises. With those charging points,

they can earn from the provision of the charging infrastructure by direct payments (public)

or indirectly benefit from the increased comfort of their users (private). The owners do not

need to be involved into technical operation of the charging points and often the operation

of the charging points is outsourced to dedicated companies - Charging Point Operators or

CPOs (often the same companies which sell the EVSE). However, in the case of dedicated fast

charging stations those roles are sometimes merged.

CPOs are the companies operating and maintaining a pool of charging points from different

owners. CPOs can have the option for direct provision of charging service to the EV users

and by doing so they also take the role of the E-Mobility Providers or EMPs. However, these

services are usually provided by separate EMP entities which have the contracts to multiple

charging points (of different CPOs). On the other side, the EMPs have contracts with multiple

EV users. The EMPs are the bridge between many different CPOs and EV users. In general,

EMPs provide charging services to EV users by enabling them access to the charging points
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(authentication) and by offering payment options. There is also one step above the EMPs in the

case of e-mobility roaming platforms which serve as a bridge between several EMP companies.

For example, if a two EMP companies work in two adjecetn countries they can allow roaming

charging when EVs transit from one to another country.

Charging point operators are often those who enter the contracts for power related services

with electricity suppliers, grid operators, and most recently demand response aggregators. Espe-

cially if the charging points are located within other objects (within the same points of common

coupling to the grid). However, this task can also be on the CPOs side if the charging point

business is separated from the other businesses.

From the EVs point of view, there can also be several distinctive roles. The first ones are the

EV manufactures, distributors and resellers. As in the case of charging points, these do not take

part in everyday charging operation and they are mentioned only to have a complete picture.

However the EV owners and users can be different. For example, if a company buys an EV the

users can be different. It is private matter weather to connect EV owner or EV user to EMP, and

both are valid.

In general the EV owner/user pays for the charging to the EMPs, EMPs keep their part

(ICT charging platform costs plus profit) and forward the payment to the CPOs. CPOs keep

their part (CPs’ operating and management costs plus profit) and forward the rest of the money

to CP owners. CPs owners keep part (investment into CPs plus profit) and forward the rest

of the money to energy related companies (for supply, aggregation and grid fees). If energy

arbitrage or flexibility provision through an aggregator is the target, EVs and EMPs cannot

directly provide it, only the CP owners or CPOs can.

The question that will be tackled within the publications of second contribution are: is this

the right way to extract the flexibility form EVs? In this, conventional concept, electricity

suppliers and aggregators are connected to the charging points, but is there a way to connect

them to EVs? Is it a better or worse solution? From the power system and EV owner/user point

of view?

2.2.4 Power and E-mobility System Intersection - Downsides and Upsides

The EVSE impact on power system can be substantial in the following decade. If the EVSE

predictions from Section 2.2.2 are to be compared to the rest of the power system, energy

and power-wise, its general impact can be understood. As a reference of the power system

values, the global and ENTSO-e system data will be used (totaling 36 European countries).

According to [28], in 2018. in ENTSO-e system the total power consumed was 3600 TWh

whilst the peak power was recorded in 28.02.2018 18:00 – 19:00 of 0.59 TW. The worlds

total electricity generation in 2018 was around 22315 TWh [29], and while the world peak

power is hard to estimate, we will scale it to match total consumption vs peak power ratio of
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ENTSO-e, which makes around 3.66 TW. Cumulatively, STEPS scenario estimates 470 TWh

of EVSE consumption and installed capacity of 0.72 TW (not including two/three wheelers),

whereas the SDS scenario estimates 890 TWh and 1.3 TW [23]. Compared to worldwide energy

consumption from 2018, the EVSE would consume from 2% to 4% annually. If power is to be

compared, we can see that power installed in EVSE can in the worst case (full charging on

all chargers) can occupy up to 20% to 35% of approximated worldwide peak power. From the

energy perspective it doesn’t seem like a big issue, even though the share increased significantly

compared to 0.35 % of EV consumption in 2019. However, the potential share in peak power

can be extremely high. Note that those shares are hypothetical for illustration purposes only, as

not all chargers will be fully utilised at once. At the same time the approximated peak power

such as used in this small example is rare and the current power is much less than yearly peak.

Still, it provides a nice first view on the challenge of EV to power system integration.

To dive one step further into EV-power system integration it is crucial to understand when

the EV charging will mostly occur. Most of the vehicle users (including ICE) is of a commuter

type and they will return to home after work. High share of vehicles return to home in the

afternoon – peak traffic congestion (more information in [30]), roughly at the same time, and

if they are electric they would all plug in and start charging process at maximal possible power

level. Often, the power system peak also occurs when electricity consumers come to home after

work - superposition of the two peaks can lead to increase in overall electricity consumption

peak which would require new investments in power generation fleet. The peaks in power

consumption are translated to wholesale prices as well, so such charging will mean the charging

under the highest prices. Those high powers can also overload the transmission and distribution

and lines and transformers or lead to grid voltages deviations higher than allowed. It entails

new investments in grid infrastructure as the grid is conventionally dimensioned to survive the

highest predicted loading. Since EVSE is connected to distribution level, the local distribution

grids will be on the front line to battle against those challenges. The second peak superposition

is in the morning (turning on office/industrial equipment + morning traffic) when commuters

arrive to workplace and plug in their EVs. This have the identical impact to power system as

the afternoon peak superposition. Note, the ownership of the EVSE doesn’t matter form the

power system standpoint as both charging at private and public EVSE near home/workplace

will jointly cause mentioned power system issues. In Section 2.2.2 it has been mentioned that

fast charging is a supplemental to slow charging and that it is used to back up the EV users with

additional energy. In peak traffic periods the most of the EV users is on-the-road which means

that the fast charging stations will also be quite occupied in those periods. Fast charging stations

can, at present, provide powers higher than 100 kW per EV. Previous two sentences combined

state that fast charging can further increase the peak power consumption.

Apart system adequacy issues (generation fleet and grid insufficiency) the EVs can cause
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the balancing issues as well. The increase in peak power load can lead to insufficient number

of power plants providing the balancing services (more information in Section 2.1.4) as most

of them would be engaged to provide energy for charging. Even if the number of plants is

sufficient, the prices of balancing services in those periods will increase as more expensive

units must be engaged. Another issues are new variability and unpredictability in power system

coming form the EV charging. Variability refers to the mentioned morning and afternoon peak

increase when ramping requirements will be further increased. Its noteworthy to mentioned, that

the balancing requirements are the highest during those ramping periods [20] and that higher

amount of balancing services would be needed during them. Unpredictability of the charging

can request the increase in the amount of required balancing services thought day as the EVs

abound with uncertain elements such as: exact arriving times to EVSE, energy consumption

during driving, battery efficiencies, unexpected trips etc.

Average battery size of full electric EV is from 48-67 kWh in 2020 [31] and is expected

to increase to 60-70 kWh in 2030. Estimated global EV battery capacity in 2019 is 0.17 TWh,

whereas the expected capacity in 2030 is 1.5 TWh and 3 TWh in SDS and STEPS scenarios [23].

The total energy storage capacity within power systems worldwide in 2017 was 1.5 TWh and it

was mostly (98%) in pumped storage hydro power plants. Electrochemical storage technologies

of all types had installed capacity of 3.5 GWh (2017), within this number li-ion had around 2

GWh [32]. Estimated installed capacity in 2030 in stationary batteries ranges from 0.15-0.45

GWh [32]. It can be seen that EVs will have joint battery capacity of 3-10 times higher than

stationary electrochemical storage in 2030 which makes them as one of the potential leaders in

power system flexibility provision as elaborated in detail in 2.2.5 .

2.2.5 EVs as Flexibility Providers – a Myth or a Valid Pathway

The leitmotiv of this thesis is contained in the following two sentences:

• If EVs are not managed properly they can cause severe issues to the power system and

the benefits of transport electrification are annulled by them;

• If the EVs are manged properly they would not cause issues to the power system but can

lend a helping hand to power system decarbonisation measures.

The first one is elaborated in detail in the Section 2.2.4. In this Section the second bullet

will be framed. In general, EVs have relatively high: installed power, battery capacity, charging

availability, and predictability of behavior. Section 2.2.2 states that the slow charging EVSE

equipment ranges from 3.3 kW to 11 kW. On-board-chargers (OBC) share the similar range

form 3.3 to 11.5 kW with tendencies to increase in future [33]. Those power capacities are

larger than large household loads (air conditioners, washing machines, ovens...) often regarded

as future flexibility providers which range from 1-3.5 kW [34]. They are even larger or equal

to household allowed power limits which are usually in range from 5-10 kW. In Section 2.2.4
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it is already stated that cumulative effect of installed EVSE and EV stock battery capacity on

power system is significant. If EV batteries are to be compared with EVSE and OBC power

levels it can be seen that charging process for average battery with capacity of 60 kWh (more

detail in Section 2.2.2) takes up to ten or even more hours (from empty to full state-of-charge

or SOC). From the perspective of vehicle user it is a lot more than ICE charging at gas stations.

Daily travel distances in Europe are mostly less than 100 km [30] with average EV consumption

of 0.2 kWh/km [35] making daily EV consumption rarely above 20 kWh. Such consumption

would require around 3 hours of slow charging daily. The rest of the parking time and with the

rest of accumulated energy (not used for driving) EVs are free to provide flexibility services to

the power system operators. Compared to stationary batteries EV batteries have smaller power-

to-energy ratio meaning that they have less restrictions on SOC when providing full power.

Parking time can be seen as availability periods when EVs are coupled with power system and

ready to be charged or provide flexibility services. According to [30] and [36], in the peak

traffic periods almost 90% of EVs are parked and therefore ready to be utilized as the flexible

asset by the power system. It can be seen that cumulative fleet behavior is rather predictable,

and the EV aggregators could have a solid predictions of their fleet behavior which is the base

for any kind of flexibility provision by EVs. All of this leads to a conclusion that there is a

sufficient flexibility accumulated within EV fleet.

In order to mitigate negative effects of the EV charging, it must adapt to variable power

system conditions. This defines the smart EV charging concept. Primarily, the smart EV charg-

ing can be influenced implicitly by charging price. In general, abundance of electricity means

low price, while scarcity of electricity means high price. Therefore, by adequate wholesale

price forecast EVs can be scheduled to charge when prices are low. This is often termed as

Grid-to-Vehicle or G2V and it resembles the demand response concept. Apart of being charged

from the grid, there is a possibility to discharge energy at high prices back-to-the grid which is

often referred to as vehicle-to-grid or V2G concept [37], [38]. Combination of charging at low

and discharging at high price resembles the electricity arbitrage process utilized by stationary

batteries. Even though the most often cited and researched is G2V/V2G by wholesale prices

the concept is the same if dynamic retail prices or dynamic grid tariffs are used. Along implicit

smart charging/discharging EVs can be explicitly called to provide service, such as balancing

(Section 2.1.4), and to increase/decrease their current charging/discharging level.

Individual EV batteries are small compared to minimal bid sizes (usually 1 or 5 MW) on

different markets [16], [11]. If they want to form the bid of sufficient size the EV fleet must

act as one entity which is usually termed EV aggregator. The Ev aggregator deals with wide

range of actions from communication with each EV, creation of market bidding strategies for the

whole fleet, dispatching the charging/discharging signals, forecasting market and EV behaviour

etc. The thesis will try to understand the effect of smart charging on the overall power system

21



Interconnection of the Power and Electric Transportation Systems

balance and the why how to the services can be transferred to the TSOs. To do so different

operation research methods will be used and they basic concepts are described in the following

Chapter.

2.3 Connection to the Contributions

The first contribution of the thesis, the EV fleet optimal charging model, is related to the issues

stated in Sections 2.1.1, 2.1.2, 2.2.2, and 2.2.4 where overall system shortcomings and benefits

from EV integration are defined, modeled and tested. The used EVs’ charging strategies are

classified and defined in Sections 2.1.5 and 2.2.5. The second contribution, methodology for

evaluating the EV integration benefits, builds its scenarios from the global trends and assump-

tions presented in Sections 2.1.1, 2.2.1, 2.2.2. The second part of the methodology passes from

the power systems to electricity markets where Section 2.1.3 declares the market environment,

and the 2.2.3 defines the main players in the conventional e-mobility sector. The last part of the

dissertation, tackling the strategic market positioning of EV aggregator, have its roots in energy

and ancillary service market description from Sections 2.1.3 and 2.1.4, but the main ideas are

defined in Section 2.2.5.
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Chapter 3

Modeling Framework

The research conducted under this thesis tackles three subtopics: EV charging effect on power

system operation and balancing, EV-based concept for smart charging integration into e-mobility

system and EVs bidding strategies on energy and balancing services markets. To coupe will all

of these topics different mathematical models in the area of operations research are designed.

This Chapter will go through the very basics of these models to make a mathematical introduc-

tion for the publications listed in the Chapter 5.

3.1 Mathematical Programming Models

Operations Research (OR) is an analytical method of problem-solving and decision-making

used in the management of processes and organizations. OR is the study of how to make

decisions efficiently. Mathematical programming, the other term for optimization, is one of the

main tools within the operations research. Optimization is an approach to a complex decision

problem involving selection of optimal values for a wide range of interrelated variables focusing

on one objective function which quantifies the the quality of decision. Objective function (OF)

is maximized and minimized and subjected to constraints holding some physical, market, policy

limits. The quality of optimization solution depends on model builders capability to adequately

represent real-world processes with adequate approximations and to adequately interpret the

results. There is always a trade-off between problem complexity and the tractability and finding

the right recipe is the main task of a model builder.

3.1.1 Different Types of Models

The three types of optimization problems are recognized in [39]: linear, constrained and uncon-

strained problems. The constrained and unconstrained problems form the nonlinear algorithms

and are not used in this paper. Introduction to optimization can also be found in [40].
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Linear Programming

Linear programming (LP) is characterized by linear equalities and inequalites as objective func-

tions and constraints. It is the most widely used optimization technique due to its rather simple

form and the fact that many real-world applications can be literally written or approximate with

linear relationship. Examples of continuous processes are production of beer, flow in water

pipes or smart charging of an EV. The authors of [39] singled out conic programming as nat-

ural extension of linear programming. In LP, the variables form a vector which is required

to be component-wise nonnegative, while in conic programming they are points in a pointed

convex cone. Semidefinite programming (SDP) is one type of conic programming where the

variable points are symmetric matrices constrained to be positive semidefinite. Nonnegativity

constraints on real variables in LP are replaced by semidefiniteness constraints on matrix vari-

ables in SDP. Another important branch of conic programming is p-order cone programming

where the most used subbranch is second order cone programming (example can be found in

[41]). Other non-linear extension of linear programming are quadratic problems where linear

functions are replaced with quadratic ones [42].

The solutions of the LP includes the optimal value of the OF, the optimal value of each

variable, the amount of slack or surplus in the constraints and shadow price of each constraint. If

a constraint is binding, then the corresponding slack or surplus value will equal zero. Otherwise

there will be either slack or surplus different than zero. When less-than-or-equal constraint is

not binding, then there exist some unused (or slack) resource and the amount of this resource is

represented with slack variable. When greater-than-or-equal constraint is not binding, then there

exist some extra (or surplus) resource generated and the amount of this resource is represented

with surplus variable. The shadow price (dual variables, marginal values) is another value

connected with each of the constraint. It represents the change in value of the OF regarding the

change of Right-Hand-Side (or the limit on the resource) of the constraint. For non-negativity

constraints, the shadow prices are often referred to as reduced costs.

Integer and Mixed-integer Programming

The LP models are continuous meaning that the decision variables can be fractional, and often

this is a realistic assumption. However there are real-life processes that only can take one integer

value, often they are only binary and can take either value zero or one. Models with only integer

values are solved using integer programming (IP) [42]. If a model can have both integer and

continuous variables than it is a Mixed-Integer Linear Program (MILP). Examples of integral

variables are selection of number of potential investments, choosing a location of new building

or other infrastructure element, scheduling of maintenance crews or operating units etc. Binary

variables can be used to express logical conditions or to represent nonlinear functions such as
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fixed costs, piece-wise linearisations, diseconomies of scales etc. All models within this thesis

have been designed as either LPs or MILPs as they provide sufficient accuracy and tractability

for issues in question.

3.1.2 Procedures for Solving Linear and Integer Problems

Most algorithms designed to solve large optimization problems are iterative in nature. Typically,

the algorithm selects an initial solution vector and generates an improved vector which behaves

as an initial solution vector for the next step. This procedure is repeated until improved solutions

can be found and it approaches to the optimal solution. The algorithms verification that they do

indeed reach the optimal solution is often called the global convergence analysis, wheres the rate

at which the sequence of iterations converges to the optimal point is termed local convergence

analysis. This convergence rate can be used as a measure of the problems tractability. In this

Section the brief introduction into LPs (simplex and interior point) and IPs used in this thesis is

provided.

Simplex Method

LPs can be generally solved by simplex methods or by interior methods. General property of

LPs is that the solution lies on the vertices of the feasible region. The simplex method exploits

this property by starting at a vertex and moving from vertex to vertex, improving the value

of the objective function with each move. The iterative sequence reaches the optimal solution

after a finite, initially unspecified, number of steps. The fundamental theorem of LP says that

it is necessary to consider only basic feasible solutions when seeking and optimal solution.

To elaborate, if the system Ax = b has a solution then there is one solution that has at most

m nonzero entries. This is a solution of m-element subset of A (from the standard LP form

show in eqs. (3.1) – (3.3)) which is termed as the basis. The basis is the mxm element matrix

which is subset of A (the variables outside B are zero). The basic feasible solution is, therefore,

the solution of the basis matrix B. The task of solving a linear program is reduced to that of

searching over the basic feasible solutions. Please note that the basic feasible solutions are

exactly the vertices of a feasible region. The simplex method proceeds from one basic solution

to another in a way that it minimizes OF. Using the pivot operation, a new basic solution can

be generated from an old one by replacing one basic variable by a nonbasic variable (more

details can be found in [39]). The algorithm continues if pivoting on some of the variables will

decrease (in minimization) the OF even further, and if the pivoting on any of the variables do
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not decrease the OF further than the optimal solution has been found.

min cTx (3.1)

s.t. Ax = b (3.2)

x≥ 0. (3.3)

The eqs. (3.1) – (3.3) show a standrad form or LP formulation where x is a decision variable

vector, c, b and A are input parameters. Simplex methods can be further classified as: primal,

dual and primal-dual algorithms [39]. As explained later, each original LP problem has its

twin, the dual problem. The simplex method can be utilized on both of the twin models as, in

some cases, it cannot be preformed efficiently in one of them but can in other. The primal-dual

algorithm works simultaneously on the primal and the dual problems and can, depending on a

problem-at-hand, come to solution more efficiently.

Interior Methods

The simplex method proved to be an efficient method for vast number of linear problems to be

solved. However, if the number of vertices is large and the simplex algorithm visits all of them

(as it is proven for some problems [39]) the solving time would be exponential to the size of

the problem. Interior point/barrier algorithms behave differently compared to simplex method.

The interior algorithm achieves optimization by going through the middle of the feasible region

rather than around its surface (as simplex does). The interior algorithm treats the problem by

introducing nonlinear terms and do not generally obtain a solution in a finite number of steps

but iteratively converges to the optimal solution [39]. Those algorithms are often termed as

search algorithms such and one of the examples is the Newton’s method. The internal barrier

problem (BP) of LP form eqs. (3.1) – (3.3) can be represented with eqs. (3.1) – (3.3). If µ→∞

the solution reaches the analytic center of the feasible region, and by decreasing it towards

zero (µ → 0) the path converges to the analytic center of an optimal face (optimal solution).

The basic idea behind the interior methods is to solve barrier problem for smaller and smaller

values of µ . As in the case of simplex algorithm, the method can be utilized on primal and dual

problem or one their combination.

min cTx−µ

n

∑
j=1

log x j (3.4)

s.t. Ax = b (3.5)

x≥ 0. (3.6)
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Branch-and-bound Methods

Integer problems are hard to solve and they fall into domain of combinatorial analysis. Special

algorithms are designed to solve integer programs, but they are usually tractable for an order

of magnitude smaller problems than linear programs. One of the most used algorithms is the

branch-and-bound (BB) algorithm [42]. The BB algorithm divides the feasible area into into

several subareas, and, if necessary, to further divide those subareas into sub-subareas. This

subdivision can be done by a number of BB methods and here an general BB aproach will be

described.

In a nutshell, the IP is a linear program with integrality constraints. In a minimization

problem, it means that pure LP solution will always be lower bound of IP OF optimal value.

In other words, each integer feasible point is an upper bound to optimal LP solution. As a

first step, the feasible region is not divided and the integrality constraints are dropped. The

integer variable is solved as continuous (lets assume there is only one integer variable in a

problem). Solution of such problem becomes the lower bound for minimization problem. In

the next step, the LP problem is divided and solved for two cases: one where integer variable is

higher-or-equal than rounded up variable solution form the first step and the second case where

integer variable is lower-or-equal than variable solution form the first step. Each of the divided

problems is solved as LP again and the one with the lowest value is the optimal integer solution

(this is still higher than initial LP solution). If there were two integer variables the subareas

would be further divided on the integrality of the second integer variable. If there are even

more integer variables there would be even more levels of subdivisioning. The subdivided areas

which end up in infeasible area are discarded and the procedure follows another path. Which of

the integer variables to chose first for a subdivision is usually done by some kind of heuristics.

All paths must be checked and the one with the lowest solution becomes the optimal IP solution

of the whole problem. For the MILP problems the procedure is the same as for the pure IP

problems as the subdivisioning is only done by integer variables. A special algorithm can be

used for IP with only binary variables, it is called implicit enumeration and explained in details

in [42]. Also there are cutting planes algorithms for IP but they are, generally, outperformed by

BB algorithms.

3.2 Different Types of System/Market Modeling

The power system is composed of technical units and the grid which interconnects them. The

technical units can be of different technologies and roles within the system. Three main types of

units can be found: generators (generate energy), storages (store energy for the latter use) and

demand facilities (consume energy). Traditional power systems were monopolistic companies

where they operated with large generators (thermal, hydro, nuclear) and large storage facilities
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(mostly hydro pump storage) to supply the demand facilities (end-users/end-customers) with

energy. They didn’t operate the demand facilities and as such they were completely inflexible

from the power system standpoint. To optimally operate a power system in this concept the

demand must be forecasted ahead of delivery and the generators and storage facilities must be

scheduled to follow it. Therefore, the optimal power scheduling algorithms were designed in a

way that the large generators and storage facilities where modeled in detail with their: variable

(fuel) and fixed costs, technical minimums, ramping rates, start-up and shut-down times and

costs, power balance, security requirements, water constraints (hydro and pump storage) etc.

This scheduling approach is called centralized since the whole system is scheduled/operated

from one central point.

3.2.1 US vs EU Electricity Market Modeling

To coupe up with complex centralized scheduling algorithm it is usually divided into two parts

named: unit commitment (UC) and economic dispatch (ED) [43]. Unit commitment deals with

integrality constraints and it results with on/off state for all generators with the aim of cost

minimization. UC is the process of deciding which and when unit starts-up or shuts-down

taking into account technical and security constraints while supplying the demand. Usually it

is observed for 24h horizon and it is a MILP problem. There are different formulations of UC

problem as can be found in [44]. To ease the computational effort, proposal have been made for

tighter UC formulations [45], to group the generators per type and to use integer [46], [47] or

even linear variables to represent set of units binaries [48].

The second part selects the appropriate variable power generation level for online units

supplying the demand with the lowest cost while complying with technical constraints and

transmission network [43], [49]. The observed horizon is usually 1 hour and it is a simple

LP problem. The dual variables of balance constraint of ED are the locational variable prices

(LMPs). If both UC and transmission network are observed simultaneously it is called network

constrained UC – NCUC [43], [50]. Today, most of the US ISOs and RTOs use the NCUC

algorithm. Large number of different formulations of ED can be found combining various

constraints, e.g. in [51] they integrate ramping constraints and call it security constrained ED.

After the power market liberalization US electricity markets were designed in a way that

they still hold onto centralized dispatch approach even though the generators are privately

owned. The generators and pump storages are obliged to provide all their economic and tech-

nical bids (data) required for optimal scheduling algorithms to the independent system operator

(ISO) or regional system operator (RTO) who are in charge of power system and electricity mar-

kets operation. The ISO/RTO runs the NCUC algorithm and the cheapest units are scheduled.

The scheduled units are obliged to run as promised at ISO/RTO market. Apart the electric-

ity market, the ISOs/RTOs also operate the ancillary service markets often as a co-optimized
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energy-service procedure. The ISOs/RTOs do not own the transmission grid but model it within

their markets and in-effect provide congestion management through it as well (LMPs). Example

of the state-of-the art UC models can be found in [52], [53], [54].

After the liberalization in Europe, the electricity markets were organized on independent

power exchanges where all market participants (including generators, storages, traders and con-

sumers) can submit their bids. Those bids do not involve technical parameters of the units but

only the price-volume pairs at which a market participant is willing to generate or consume

electricity. Price-volume bids can be created by the participant in any way it pleases him. Once

accepted the market participant must generate or consume traded power on the portfolio level.

It means that it self-schedules within its portfolio without the TSOs consent. The market par-

ticipants are incentivized to self-balance their real-time positions and to lower their imbalance

penalties. TSOs are separate entities which deal own the grid and operate it in the real time.

They separately organize the ancillary service and congestion markets or procure them bilat-

erally. In such markets the UC and ED or NCUC algorithms cannot be applied for the power

exchanges nor for the ancillary services/congestion management. The algorithms on those mar-

kets are used to choose the cheapest units only based on their bids and based on the specific

products features. The EU-style markets do not take into account the grid constraints and such

models are termed as copper plate models.

3.2.2 Price Taker vs Price Maker

To be able to create adequate bidding strategy on energy and ancillary service markets, the

participants must either know all the techno-economical parameters (US-style) or the bids and

bidding strategies of their rivals (EU-style). Since such data is often not publicly accessible,

the alternative approach would be to forecast the market price (examples of energy market

forecasting [55], [56], [57], examples of aFRR forecasting can be found in [58], [59]) using all

available data and, according to that price, optimize their own operation observing only their

individual technical and economic constraints. This approach is a single level price-taker model

since the decisions of the participant cannot influence the price [60], [61], [62].

The other approach (price-maker) is a bi-level optimization where the participant models its

technical process and economic position in the upper level, and the market clearing procedure

is modeled in lower level model. One of the potential solution to solve the bi-level problem

is using the mathematical problem with equilibrium constraints (MPEC) as in [63] and [64].

The lower level is different for the US [63] and for EU style markets [64] as explained in the

previous two paragraphs. In such model structure the decisions of the participant in the upper

level effect the lower level price creation whereas the lower level created prices affect the upper

level decisions. However, the decisions of one market player are rarely of such significance to

directly influence the price. If such influence exists than the participant holds a market power
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and can create the prices to maximize its profit. In a such market there is a lack of competition

and the regulators must find a way to mitigate those effects. It should be noted that when

a market participant tries to influence the price with his behaviour it means that his bids are

marginal and that if the price deviate from the forecasts it can end up with unaccepted bids

(without the trade at all). Examples of MPEC modeling can be found in [65], [66], [67]. The

other issue is that for such modeling, the market participant must know all techno-economic

parameters in US-style markets and all submitted bids in EU-style markets. EU-style markets

are modeled as copper plate, meaning that it is even less possible to influence the since since

the grid is not creating the LMPs. Examples of price-maker models are [68], [69], [70], [71],

[72].

3.2.3 Uncertainty in Optimization

Another classification of the optimization models is based on the level of certainty of the input

parameters [42], [73]. If all the parameters are know constants it means that that the optimiza-

tion is deterministic. If the parameters entail certain amount of uncertainty, the models can be

termed as stochastic. If the parameters can vary systematically and influence the solution of the

optimization model, the models are termed as parametric. Stochastic and parametric models

are much more complex than deterministic and finding a solution is more difficult. The uncer-

tainty comes form the inherent randomness of the natural phenomena or human behavior, i.e.

from the inaccurate knowledge of input information [74]. Ignoring the uncertainty can lead to

wrong decisions made and to suboptimal solutions. More detail view of uncertainty modeling

is provided in Section 3.3.

3.2.4 Static or Multi-stage Problems

The optimization problems can be classified according to the number of time periods considered

within the optimization. The models can be one-stage or static and multi-stage [75], [76]. Static

models solve the problem for one observed period and those solutions cannot be changed by

the solution of the subsequent period models. Static models require that all decisions have to be

fixed up in-front. Multi-stage formulations are, on the other hand, trying to capture the dynam-

ics of successive information disclosure. One of the possible solutions to multi-stage problems

can be dynamic programming concepts where each of the stage is observed separately, either

through forward or backward propagation [42]. The models of the multi-stages are often inter-

dependent as the solution of one model affects the solution of the other. The interplay between

uncertainty (defined in Section 3.3) and time is important to many decision problems. Those

problems require a sequence of decisions which react to time-evolving outcomes and the in-

formation about those outcomes is disclosed gradually [77]. Explicit consideration of temporal
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relationships between parameters true realizations and (partial) decisions adds complexity to

the problem, but improves the solution (brings it closer to optimality).

When electricity markets are observed, they often have a certain point in time when bids are

no longer allowed, i.e. the gate closure time. The bidding algorithms must finish and send the

results to the market operator before the gate closure time. This can be considered as one stage

problem if only one market is observed. However the electricity markets range from years-

ahead through day-ahead to intraday and real-time markets. If bidding strategies over all those

markets are observed the model must be a multi-stage where each of those markets makes one

stage.

Another aspect is that electricity markets are often designed as some-time-ahead of delivery

trading (the most famous example is day-ahead) and up to the actual delivery there are many

uncertainties which can happen which require new decisions. This is why when the market

bidding algorithms are observed they are often separated to two stages: first stage - some-time-

ahead market and the second stage real-time realization (real-time market, intraday market,

balancing market, imbalance settlement etc.). This two stage separation is a general concept

of standard stochastic multistage problems. The first stage deals with variables that have to

be decided before the actual realization of the uncertain parameters. After the realization of

those variables the second-stage or recourse variables can be decided. Second-stage variables

can be seen as a corrective measures against issues which can arise form the issues cased by

uncertainty realizations. The second-stage problem may also be an operational-level decision

problem following a first-stage plan and the uncertainty realization [78].

3.3 Incorporating Uncertainty Within Bidding Strategy

Two main concepts of uncertainty modeling used in this thesis will be elaborated in a more

detail manner: scenario-based and robust stochastic models. Both of them are first defined as

deterministic and afterwards the stochastic terms are added on top of it.

3.3.1 Scenario-based Stochastic Programming

Stochastic programming is a direct extension of deterministic model where uncertainty is mod-

eled assuming prior knowledge of probability density function of uncertain parameter. The

stochastic programming is the oldest form of incorporating uncertainty in mathematical pro-

gramming models. The first notion of stochastic programming proposed usage of estimated

values for uncertain variables which in reality still means usage one single point deterministic

variable [79]. Such observation of uncertainty assumes risk-neutrality form the decision mak-

ers point of view. Incorporating multiple number of possible realizations of uncertain parameter
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proportionally grows the size of a problem, and this number increases exponentially with the

number of time periods and parameters [80]. However, the solution improves significantly and a

trade-off must be find. Solvability of stochastic models is, therefore, limited with large problem

dimensions. This can be improved by different techniques such as decomposition, scenario gen-

eration and reduction etc. Decomposition techniques can be based on primal and dual methods.

The primal divide the problem into series of subproblems, while the dual techniques deal with

relaxation of non-anticipativity constraints through Lagrangian function [77]. The examples of

partitioning are one timestep one problem or one scenario one subproblem [78]. The problems

with infinitely many scenarios are often tackled by generating the large nubmer of scearions

(scenario generation) and reducing it to the number which is the best trade-of of accuracy and

compatibility.

The stochastic programming is mostly used with fixed/integer number of possible realiza-

tions (discrete distribution of random data) of an uncertain parameter and each of those re-

alizations are termed as scenarios (this where the term scenario-based stochastic programming

comes from). The realizations can be written as finite sums where each constraints is duplicated

for every scenario. These are so-called non-anticipativity constraints and they ensure that deci-

sions for individual scenarios do not differ before the associated scenarios can be distinguished

from one another [77]. The problem, in this case, can be worked out as large deterministic for-

mulation (often term as deterministic equivalent problem of the stochastic programming prob-

lem). A static stochastic programming incorporates the first stage variables (or here-and-now

decisions) which must be feasible for all scenario realizations. However, if the the problem is

multistage (introduction in Section 3.2.4) than the recourse level also exist [81]. The recourse

variables (wait-and-see) are made after the realization of uncertain parameter happens. The

general framework of such problem is given by eqs. (3.7) - (3.11) [74], [82].

min cTx+ ∑
s∈S

πsdT
s ys (3.7)

s.t. Ax = b (3.8)

Bsx+Cys = es (3.9)

x≥ 0, (3.10)

ys ≥ 0. (3.11)

The eqs. (3.7) – (3.11) lean back a standard form or LP formulation, shown with eqs. (3.1) –

(3.3), where x is a decision variable vector of the first stage, c, b and A are input parameters con-

nected to the first stage. The second stage variables are defined with vector ys, and constrained

with the parameters ds, Bs, C, and es. Φ is the probability of occurrence of specific scenario.
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Note that removing all the terms with ys the model would become one-stage or static. The so-

lution of the stochastic program can be measured through several indices such as the value of

the stochastic solution or the expected value of perfect information [80], [77], [74]. The former

index compares the stochastic solution to the solution of a problem where all uncertainties has

been resolved prior the decision making (deterministic formulation with perfect information).

The latter one compares the stochastic solution to that of solution where all uncertainties are

switched with their expected values (deterministic solution with expected realization of random

parameter). Methods for solving stochastic integer or nonlinear problems are also proposed

[78], [82]. In power system stochastic approach is used to model differtn sources of uncertainty

such as prices [83], [61], wind operation [84], [85], [86], [87] etc.

3.3.2 Robust Programming

Robust programming is also an extension to deterministic programming. In contrary to stochas-

tic programming, it doesn’t utilize probability density function as it can be hard to identify and

bound estimation errors [77]. The robust programming use only the set of possible outcomes

not their individual probabilities [88], [89], [90]. In robust programming uncertainty is mod-

eled through uncertainty set which is set of equations and parameters which bound the uncertain

parameter.

There are several robust formulations as presented in [91] and [92] and can be grouped

as: strict robustness, cardinality constrained robustness, adjustable robustness, light robustness,

recoverable robustness, regret robustness etc. Strictly robust formulation is the cornerstone and

in a way the easiest to implement. However, the solution of the strictly robust problem is feasible

for all possible outcomes of the uncertain variable. It means that all the uncertainty parameters

can simultaneously change to their worst-case value. In some circumstances this is desirable

feature, but often it leads to over-conservative solution. To create solution which is much more

practically applicable this framework has been relaxed to many different formulations. The

cardinality constrained formulation prevents the possibility that all uncertain parameters change

to their uncertain value simultaneously. This formulation allows only Γ uncertain parameters

to change per constraint at the same time. The follow up is the adjustable robust formulation

which builds up on the multistage nature of the optimization problems. More details on other

robust formulations can be found in [92]. In the two stage case this means division on the first

(here-and-now variables) and second (wait-and-see variables) stage, this is analogous to two-

stage stochastic formulation mentioned in Section 3.3.1. The general structure of such model is

show with eqs. (3.12) - (3.15) [92].
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min(x) max(B,C,e) min(y) cTx+dTy (3.12)

s.t. Ax = b (3.13)

Bx+Cy = e (3.14)

x≥ 0, (3.15)

y≥ 0. (3.16)

The uncertainty is observed on constraints, but the same applies even if the uncertainty

is in the OF as each OF can be rewritten as one constraint (in this case it would look like:

min z, where z <= cTx). Variable x and parameters A, b and c apply to the first stage. Vari-

able y resembles second-stage variable where parameters B, C and e are uncertain variables.

If the second stage variable is mitigated the problem becomes static (cardinality constrained).

The static problem can be reformulated using duality theorem and strong duality theorem to lin-

ear robust counterpart. The adjustable robust formulation uses the same technique to join two

innermost sub-problems, however it requires additional techniques to be solved such as decom-

position techniques [93]. Often used decomposition techniques in power system modeling are

benders decomposition, column and constraint generation, (more information can be found in

[94]. Robust optimization is often used method in power system research, some of the examples

are: [95], [96], [97], [98], [41].

3.3.3 Other Methods

Distributionally Robust Stochastic Optimization

Distributionally robust stochastic optimization is a intermediate approach between stochastic

and robust programming [77]. In the stochastic programming knowledge of the probability

distribution function is required but the approach is not robust to the error of this function.

The robust programming on the other side is overly robust and often unrealistic but do not

require detail knowledge of future uncertainty. Combination of the two algorithms can provide

sufficient robustness without being too conservative or risk-averse. Instead of one distribution,

this approach considers a set of distribution and chose one (the worst one) to optimized the OF.

This approach hedge against the worst possible probability distribution. This set of distribution

can be termed as ambiguity set. It can concluded that the stochastic optimisation minimizes the

expected cost, robust optimisation minimizes worst-case cost, while the distributionally robust

stochastic optimization minimizes the worst-case expected cost. Examples of this method in

power system area can be found in [99], [100], [101] [102] etc.
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Scenario-Based Robust Optimization

Rather similar approach of intermediate scenario-based and robust optimization can also be

envisioned where the robust forumulation is used to find the worst-case scenario. In contrast

to distributionally robust stochastic optimization, this approach do not add information about

probability distribution function (it doesn’t include the whole family of distributions) but it finds

the worst scenario which is obtained from only one distribution. This approach is sometimes

termed as scenario-based robust optimization [103]. It do not observe all the scenarios as in the

classical stochastic approach, and it do not need classical uncertainty set as in robust approach

but it need a set of scenarios from which it chooses one as the worst-case.

Chance Constrained Optimization

Adding uncertainty on the entire constraint forms probabilistic or chance-constrained program-

ming. The formulation ensures that the probability of meeting the certain constraint will be

above defined level [82]. Using probability density function, in the simplest case, the constraint

can be relaxed to deterministic formulation and classical modeling schemes can be applied. In

a more complex cases where decision variable and random parameters are mutually connected

the problem is not easy to solve. Examples of such models can be found in [104], [105], and

[106].

Online Optimization

Online optimization is another possibility to tackle with uncertainty input data. It is funda-

mentally different than stochastic or robust optimization as it do no base its formulation on

mathematical programming but on computer science [77]. It resembles sequential decision

making and each stage must be cleared before the next one, therefore, it is also a multi-stage al-

gorithm. This approach doesn’t need any information concerning the following stages (neither

probability density function nor uncertainty set). The complexity of the problem at one stage

is not affected by the overall problem size. Such approach can be used where quick decision is

required under constant information flow. One of the main concepts within online optimization

is competitive analysis which similarly to robust optimization tackles the worst case solution.

However there are many enhancements which makes the approach more appropriate for real

problems. Also, there are algorithms which combine stochastic or robust frameworks with on-

line optimization [77].
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3.4 Models Used in This Thesis

All the modeling within the thesis is based on linear or mixed-integer linear programming in-

troduced in Section 3.1.1. Simplex and interior point procedures were used interchangeably

depending on the problem at hand, the one with the better computational characteristics was

commonly the preferred choice. Introduction to those solving procedures was given in Section

3.1.2. For the integer problems, branch-and-bound procedure was used, it is also explained in

the Section 3.1.2. Unit commitment models, explained in Section 3.2.1, were used in the pub-

lications within the first and partially second contribution, to investigate the system-wise unit

scheduling changes when EV integration occurs. However, part of the second contribution and

the third contribution rely on the price-taker approach explained in Section 3.2.2. Those models

assume perfect forecast for prices, and from the price aspect all of them are deterministic. The

models within the second contribution dealing with new concepts of EV aggregation are consid-

ered as one stage (day-ahead) proof-of-concept models. For clearer understand, the concepts of

uncertainty and time dimensionality are briefly elaborated in Sections 3.2.3 and 3.2.4. The mod-

els within the third contribution are based on those concepts as they introduce uncertainty from

the reserve activation side. These can be considered as a two stage models without recourse,

where the first stage is day-ahead scheduling and the second stage is disclosure of the uncertain

reserve activation. The uncertainty is modeled using two different methods, the scenario-based

stochastic and robust optimization, introduced in Sections 3.3.1 and 3.3.2. The other methods

the Section 3.3.3 are mentioned as they are the next steps in the algorithm development, which

is out of the scope of this dissertation, as explained in Section 7.2.
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Main Scientific Contributions

The thesis is build around three major scientific contributions. The first part of the thesis deal

with creation of a new model for optimal charging scheduling of a fleet of electric vehicles

with the goal of providing reserve services and increasing overall power system flexibility.

The model is designed to easily evaluate how the EVs affect the unit commitment of a power

system from the technical standpoint. Second part defines methodology for evaluating benefits

of different charging strategies of a fleet of electric vehicles with the goal of increasing the share

of variable renewable energy penetration. Finally, the last part of the thesis creates strategic

positioning model for electric vehicle aggregator on electricity and ancillary service markets.

4.1 Model for Optimal Charging Scheduling of a Fleet of Elec-

tric Vehicles

The model for optimal charging scheduling of a fleet of electric vehicles has a task to technically

evaluate the changes in power system unit commitment process when EVs are incorporated into

the system [Pub1]-[Pub3], [Pub6]-[Pub7], [Pub10]-[Pub12]. Firstly, the power system model for

unit commitment process is designed. The model takes into account conventional power plants,

namely thermal, nuclear and hydro. Objective function was to minimize the cost including

emissions and at the same time to provide sufficient energy and reserves. It was designed as a

cooper plate not focusing on grid issues but generation fleet adequacy. To ease the computation,

the binary MILP was reformulated to a pure integer MILP where generators on/off states where

not used per generator but per generator type. The resolution of the models is one hour with

weekly horizon. The model was than updated with RES (wind power) and EV fleet. The EV

fleet was designed through one set of integer/continuous variables resembling slow charging of

EVs [Pub1]-[Pub2], [Pub6]-[Pub7], [Pub10], [Pub12] (similarly as the fleet of generators). The

models clearly demonstrated that slow EVs’ charging can be utilized to ease the constraints on

the conventional generators and decrease the total cost and emissions.
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The next phase of the model development was the integration of battery storage within the

fast charging stations [Pub3], [Pub8], [Pub11]. These models demonstrated the necessity of

integration of a stationary storage system within the fast charging station. The contribution of

the above mentioned publications is in the provision of easy-to-use and tractable model which

can be easily tailored to specific needs of the policy maker. Publications [Pub9], [Pub10], and

[Pub13] additional deal with the integration of EVs into the transmission and distribution grid.

4.2 Methodology for Evaluating Benefits of Different Charg-

ing Strategies

The second contribution was the design methodology for evaluating benefits of different charg-

ing strategies of a fleet of electric vehicles with the goal of increasing the share of variable

renewable energy penetration. It can be divided into two main parts: applying the models from

the Section 4.1 and to the concepts proposed in [Pub4] and [Pub14].

Publications [Pub1], [Pub6], [Pub10], and [Pub12] proposed the definition of three generic

power system types: thermal flexible and inflexible and hydro flexible. Each of those types

holds different conventional unit energy mixes and by applying the research only on them, the

researcher can understand the behavior of the observed technology in any of existing power sys-

tems. Furthermore, the comparative sensitivity analysis has been proposed where the models

were subject to different shares of RES and EVs. The mutual interactions and impact on power

system of flexibility sinks (RES) and flexibility providers (EV) can be easy defined. The results

demonstrated that impact of smart EV charging and wind power plants is quite different for

different system types and RES and EV integration levels. The assumption that more RES and

more smart EV charging do not necessarily always hold as there are many constraints which

can steer the results in the unexpected direction. The last part of the methodology tackles the

issue of the different EV charging strategies. The uncontrolled charging leads to high costs and

emissions whereas smart EV charging can cut both of those, especially if they can also provide

reserves. Publications [Pub2] and [Pub7] add additional segments into the overall methodology:

the conventional units decommission scenarios, and different policies for RES units. The future

energy mix scenarios are observed by decommission of coal and nuclear units where their mu-

tual impact can be understood. Two wind policies are observed: wind curtailment penalization

and wind reserve provision. Interestingly, the penalization policy without EVs increases costs

and forces unnatural units working positions. With EVs it do not affect at all, as the EVs are

mitigating all wind curtailment. If wind power units can provide flexibility, in the cases without

EVs they are preferred choice of provider. However when EVs are included they take the lead

in reserve provision. Publications [Pub3] and [Pub11] expand the method on the fast charging

stations + battery storage. The principal is the same with additional variables to observe. The
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mutual dependencies of slow and fast charging can be observed.

Second part of the methodology is connected with publications [Pub4] and [Pub14]. Those

publications are a bridge between technical observation from papers mentioned in Section 4.1

and the strategic positioning detailed in Section 4.3. Its main premise is that aggregated smart

charging can be seen either through smart charging stations or EVs itself as the active market

participants. Thorough literature review has been conducted within the publication [Pub4] in the

area of EV aggregation to prove that almost all state-of-the-art literature assumes smart charging

stations not smart EVs. However, in [Pub4] it has been demonstrated that EV based e-mobility

system enhance the services provision potential stemming from EVs. Two main reasons why

CS-based e-mobility is inferior are singled out, the first one is insufficient information on EVs’

behavior at other CSs. The CS must forecast the arriving time and SOC without the knowledge

of EVs prior charging and driving. In EV-based system, the EV aggregator have knowledge of

each EVs current charging/driving and SOC (it however must forecast its future behavior if op-

timal decisions are to be made). The second reason is that in CS-based system flexibility cannot

be transferred form one charging period to another as the charging station only focus to one

charging period. In the EV-based system, the EV aggregator can easily precharge/predischarge

or postpone charging/discharging to create better position for its EVs on energy market. Addi-

tionally, usual omissions such as neglecting grid tariffs or on-board-charger’s capacity are also

investigated.

4.3 Strategic Positioning Model for Electric Vehicle Aggre-

gator

The final contribution is design of strategic positioning model for electric vehicle aggregator on

electricity and ancillary service markets. Deterministic energy bidding model has been devel-

oped and demonstrated in publication [Pub4]. In reality, many uncertainties are related to such

modeling, to name few: price, EV behavior, ancillary services etc. Uncertainty price modeling

as well as EV behavior is well studied in the state-of-the art literature and it can be stated that

no significant further research is required. The uncertainty of ancillary services refers to the

stochastic nature of their activation. The focus is on the active reserves as ancillary services.

The state-of-the-art literature either ignores their activation when it comes to fast reserves or

creates deterministic models with their average activation as an input parameter. Such obser-

vations can be justified for conventional generators where the activation of the reserves cannot

significantly affect generator’s working point (or market position). However, when reserves are

provided from distributed energy resources with energy limitations such as EVs, the activation

must be modeled with high accuracy.

Publication [Pub15] first defines deterministic model for energy and FCR reserves schedul-
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ing taking into account only capacity reservation payments. Afterwards, the results where tested

using historic real-world activations. The results have shown that ignoring the activated energy

do not affect the operation of the overall fleet, but they can significantly affect individual EVs

(SOC limits). Having that in mind, the publications [Pub5] and [Pub16] proposed novel strategic

positioning models to include stochastics of the reserve activation within the optimal bidding

algorithm. In [Pub5], deterministic model (average yearly activation as fixed amount of acti-

vated reserve) is compared to scenario-based and robust stochastic models. The results clearly

demonstrate that deterministic model can lead EV batteries to their limits leaving EV users with

insufficient SOC levels. For the aggregator, deterministic model can induce reduced real-time

possibilities to provide day-ahead scheduled services. Both stochastic and robust model erase

those issues but with reduced overall profits (increased costs). The robust model shows better

characteristics and requires less data for modeling. Publications [Pub16] and [Pub17] extends

the robust modeling tailoring the dual constraints around several historic features of reserve

activation. It demonstrates how easily and with what effect the budget of uncertainty can be

changed according to the decision-makers risk attitude. Selecting the worst-case activations as

budget of uncertainty, the EV fleet provides less reserve but never ends-up in infeasible area.

However, more risk-tolerant decision maker can choose to discard the reasonable percentage of

the worst cases which increases its bidding potential but opens him to the risk of undesirable

activation scenarios.

40



Chapter 5

List of Publications

The publications considered as part of this thesis are listed bellow through two main categories:

journals and conferences. Criteria to select those publications as part of thesis is that they ex-

plicitly mention EVs. Alongside those papers, there are numerous other publications of the

author which are closely related to the topic and could be also considered as part of the thesis.

Topics of those publications are power markets, battery storage or distributed energy resources

(the EVs are a distributed energy resource with battery storage participating on different mar-

kets). Due to conciseness of the thesis, they are not listed here but under Chapter "Biography"

where full bibliography of the author is listed. The interested reader is invited to read those as

well.
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[Pub6] I. Pavić, T. Capuder, N. Holjevac, and I. Kuzle, “Role and impact of coordinated EV

charging on flexibility in low carbon power systems,” in 2014 IEEE International Electric

Vehicle Conference (IEVC), IEEE, Dec. 2014, pp. 1–8, ISBN: 978-1-4799-6075-0. DOI:

10.1109/IEVC.2014.7056172
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Chapter 6

Author’s Contribution to the Publications

The results presented in this thesis through publications listed in Chapter 5 are based on the

research carried out during the period of 2015-2021 at the University of Zagreb Faculty of

Electrical Engineering and Computing, Unska 3, HR-10000 Zagreb, Croatia. The results are

part of the following research projects:

• Title: System for Electricity Demand Management in Households (ISKON); funding:

European Structural and Investment Funds

• Title: Active NeIghborhoods energy Markets pArTicipatION (Animation); funding: Croa-

tian Science Foundation

• Title: FAcilitating Regional CROSS-border Electricity Transmission through Innovation

(FARCROSS); funding: EU Horizon 2020

• Title: Big Data IT Solution for E-mobility (BigEVdata); funding: European Structural

and Investment Funds

• Title: Compact City Vacuum Cleaner Development (RASCO); funding: European Struc-

tural and Investment Funds

• Title: microGrid Positioning(uGrip); funding: SmartGrids Plus ERA-Net

• Title: Electric Vehicle Battery Swapping Station (EV BASS); funding: Croatian Science

Foundation

• Title: Flexible Electric Vehicle Charging Infrastructure (FlexChEV); funding: Smart-

Grids ERA-Net

• Instigation of Research and Innovation Partnership on Ren. En., En. Eff. and Sust. En.

Solutions for Cities (IRES-8); funding: EU-China Research and Innovation Partnership

The thesis includes 16 publications written in the collaboration with coauthors. Accord-

ing to the contributions, the author is listed as the leading author on all journal and most of

the conference publications. The author’s contributions to each paper include manuscript writ-

ing and presentation, conceptualization of the problem and solution, software implementation,

development of algorithms, experimental evaluation, and interpretation of the results.
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Author’s contribution in specific publication is elaborated in the following list:

[Pub1] In the journal paper entitled: "Value of flexible electric vehicles in providing spinning re-

serve services", the author: envisioned new approach of EV integration into UC models,

conducted literature review, developed UC + EV MILP program in Fico Xpress environ-

ment, created future EV and Wind scenarios for sensitiy analysis, collected all necessary

input data, wrote the paper and elaborated the results.

[Pub2] In the journal paper entitled: "Low carbon technologies as providers of operational flex-

ibility in future power systems", the author: upgraded existing MILP program with wind

policies, conducted literature review, created future power plant decommission scenarios,

collected all necessary input data, took part in writing the paper and elaboration of the

results.

[Pub3] In the journal paper entitled: "Comprehensive Approach for Maximizing Flexibility Ben-

efits of Electric Vehicles", the author: envisioned new approach of fast and slow EV in-

tegration into UC models, conducted literature review, upgraded existing MILP program

with fast charging stations and battery storage, collected all necessary input data, wrote

the paper and elaborated the results.

[Pub4] In the journal paper entitled: "Electric Vehicle Based Smart E-mobility System – Defini-

tion and Comparison to the Existing Concept", the author: envisioned new approach of

EV aggregation, conducted thorough literature review, stated challenges for smart charg-

ing in CS-based system and benefits of EV-based system, developed LP program in Fico

Xpress environment for energy arbitrage of EV aggregator at day-ahead energy market,

collected all necessary input data, converted EV input data into adequate form, wrote the

paper and proved the hypothesis through the LP model’s results.

[Pub5] In the journal paper entitled: "Electric Vehicle Aggregator as an Automatic Reserves

Provider in the European Market Setting", the author: envisioned new approaches for

reserve activation modeling (scenario-based and robust), conducted literature review, per-

formed all statistical analyses, collected and processed all necessary input data, created

stochastic models for EV aggregator market positioning, wrote the paper, elaborated the

results and pinpointed the benefits of such models.

[Pub6] In the conference paper entitled: "Role and Impact of Coordinated EV Charging on Flex-

ibility in Low Carbon Power Systems", the author: incorporated fleet level EV in integer

relaxed UC, collected and processed all necessary input data, visualised changes in UC

under EV integration, and presented the paper in live.

[Pub7] In the conference paper entitled: "Defining the Role of Traditional and Low Carbon Tech-

nologies in Providing Flexibility for Future Power Systems Operation", the author: re-

designed the model EV-UC LP model to incorporate decommission policies, collected

and processed all necessary input data, visualised changes under different policies, took
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part in writing of the paper.

[Pub8] In the conference paper entitled: "Improved Grid Operation Through Power Smoothing

Control Strategies Utilizing Dedicated Energy Storage at an EV Charging Station", the

author: participated in the conceptualization, took part in writing of the paper.

[Pub9] In the conference paper entitled: "Transportation and Power System Interdependency for

Urban Fast Charging and Battery Swapping Stations in Croatia", the author: participated

in the conceptualization of the paper, was in charge for choosing the right case study

location, conducted transport analysis, took part in writing of the paper.

[Pub10] In the conference paper entitled: "Electric Vehicle’s Effect on the Transmission System

Development", the author: conceptualized the paper, conducted literature review, ac-

quired are relevant data, wrote and presented the paper in live.

[Pub11] In the conference paper entitled: "Fast Charging Stations - Power and Ancillary Services

Provision", the author: conceptualized the paper, defined and created new models which

incorporate both slow and fast charging in UC, research the battery storage integration

into fast charging stations, conducted literature review, acquired are relevant data, wrote

and presented the paper in live.

[Pub12] In the conference paper entitled: "Flexibility Aspects’ Analysis of Future Power System

with Integrated Electric Vehicles", the author: conceptualized the paper, defined all po-

tential charging strategies, elaborated the flexibility potential of differed strategies, wrote

the paper.

[Pub13] In the conference paper entitled: "Integration of Electric Vehicles’ Supply Equipment in

Karlovac Distribution Network", the author: participated in the conceptualization of the

paper, was in charge for introduction and elaboration of the results, took part in writing

of the paper.

[Pub14] In the conference paper entitled: "Profit Margin of Electric Vehicle Battery Aggregator",

the author: envisioned the new model for EV aggregator, conducted literature review,

defined charging strategies and their flexibility services, defined different types of EV

aggregators, wrote and presented the paper in live.

[Pub15] In the conference paper entitled: "Electric Vehicles as Frequency Containment Reserve

Providers", the author: designed new model for deterministic EV aggregator reserve bid-

ding, implemented model in Fico Xpress, acquired all relevant input data, tested model

for all scenarios, elaborated and visualized results, wrote and presented the paper online.

[Pub16] In the conference paper entitled: "Tight Robust Formulation for Uncertain Reserve Ac-

tivation of an Electric Vehicle Aggregator", the author: designed new model for robust

EV aggregator reserve bidding, implemented model in Fico Xpress, acquired all relevant

input data, conducted statistical analysis on input data, created tight robust space, tested

model for all scenarios, elaborated and visualized results, wrote the paper.
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Chapter 7

Conclusions and Future Work

The presented thesis conducted thorough research in the field of smart electric vehicle charging,

on it’s effect on power system and on it’s potential to provide/sell flexibility to the power system

operator. The Section 7.1 will summarize the main conclusions of the thesis, while the Section

7.2 will provide an insight in author’s future research aspirations.

7.1 The Main Conclusions of the Thesis

The research on the e-mobility integration issues started with the detection of changes within

the unit commitment caused by penetration of both EV and RES (wind). Different power sys-

tem scenarios and charging strategies where developed and tested. This in-detail modeling and

analysis approach resulted with several important conclusions in EV-power system integration

topic applicable for wide range of existing power systems. First of all, uncontrolled EV charg-

ing should be rigorously avoided as it increases costs and emissions compared to the systems

without EVs. On the other hand, it is clear that controlled EV charging strategies, even with-

out discharging and/or reserve provision capabilities, decrease overall system cost and wind

curtailment and. V2G and reserve provision capabilities add additional new flexibility to the

power system and the reserve provision shifts from coal and gas plants to EVs. Decommission

of coal and nuclear power plants shows that the system becomes more flexible (decreased wind

curtailment), but it is also accompanied with increased flexibility provision from expensive gas

units (increased total cost). Here, the EVs flexibility potential stands out even more. When both

EVs and wind are able to provide reserves, the system always choose EVs as it means lower

wind curtailment rates. Fast EV charging can be extremely harmfull to the power system as

the powers drawn from the grid are very high. The results shows that there are two option to

mitigate those issues: integration of stationary storage within charging stations or usage of slow

charging flexibility to balance it.

The intermediate step of thesis research was based on the identifying the right strategy for

49



Conclusions and Future Work

EV aggregation. The charging station based concept observes the EVs only when connected to

a specific charging station. The EV based concept observes EVs wherever they drive or charge

and thus can result with higher flexibly potential and higher revenues. While the thesis does

a nice job into identification of the issue, it surly cannot steer the overall e-mobility into that

direction. However, it can be a first small step towards new system organisation.

The last part of the thesis deals with the challenges of accurate EV energy plus reserve

market modeling exposed to reserve activation uncertainty. This issue was, so far, not solved

in the scientific community. The results first demonstrated how neglecting reserve activation

can push EVs into infeasible states. Next it provided the solution in both stochastic and robust

uncertainty modelling. Even though both of those can be utilized, the results shows that the

robust modeling is better for the challenge-at-hand. The results also demonstrated how the

robust subspace can be efficiently tailored around the historic dataset to provide the better ratio

between conservativeness and risking.

7.2 Further Research Directions

The proposed robust modeling of reserve activation is a great way how to deal with activation

uncertainty but additional research can be carried out to lower the overall conservativness of

the approach. Two research directions are open: adaptive robust and distributionally robust op-

timization. The former direction opens the robust model for subsequent trading stages which

loosens strict obligations to stay feasible in the day-ahead stage only. It also creates more in-

between market arbitrage possibilities. The latter direction is a followup on the detail analysis

of the historic reserve activation data. It can be utilized to tailor the robust subspace on the prob-

ability density functions occurring though those historic data. Similarly to stochastic modelling,

this approach takes into account probability of occurrence and not only the worst case.

Also, the last part of the thesis dealt with modeling of the volume of the reserve activation,

however, the reserve activation price is also an interesting and insufficiently researched area.

Detail analysis of the price formation can be researched and as well as the potential to apply the

robust approach for the price uncertainty as well.
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[Pub5] I. Pavić, H. Pandžić, and T. Capuder, “Electric Vehicle Aggregator as an Automatic

Reserves Provider in the European Market Setting,” IEEE Transactions on Power

System, vol. Under review, pp. 1–8, 2020. arXiv: 2012.11158.

63

https://doi.org/10.1016/j.apenergy.2015.07.070
https://doi.org/10.1016/J.APENERGY.2016.01.123
https://doi.org/10.1109/JSYST.2017.2730234
https://doi.org/10.1016/j.apenergy.2020.115153
https://arxiv.org/abs/2012.11158


Publications

64



Publications

Publication 1
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h i g h l i g h t s

�Mixed integer linear programming model for provision of multiple services from electric vehicles.
� Flexibility benefits of electric vehicles in provision of spinning reserve and energy.
� Impact of different electric vehicles charging strategies on electric power system operation.
� Assessment of environmental and economic benefits under different energy mix scenarios.
� Assessment of wind curtailment reduction under different energy mix scenarios.
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a b s t r a c t

As the share of integrated renewable energy sources (RES) increases, traditional operation principles of
the power systems need to change in order to maintain reliable and secure service provision, on one
hand, and minimal cost and environmentally friendly electricity generation on the other. The challenge
of alleviating additional uncertainty and variability brought by new sources to the system operation is
seen as defining both flexibility capacities and flexibility requirements through provision of multiple ser-
vices. In this context the role of emerging technologies, such as electric vehicles (EV) and energy storage
(ES), is recognized through their active participation in providing both energy and reserve service.

This paper elaborates on the benefits of active EV participation in multiple system services through var-
ious charging strategies. The presented mixed integer linear programming (MILP) unit commitment
problem (UC) considers the capability of EV to provide primary, secondary and tertiary reserve as well
as energy, however the focus is put on the benefits of EV providing spinning reserve services. The results
clearly show benefits of multiple EV role to that of providing energy only. In addition the paper analyses
multiple power systems, with regards to their energy mix, and recognizes how integration of EVs reflects
on power system flexibility through metrics expressed as operational cost, environmental benefits and
reduced wind curtailment.

� 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Electric power systems are experiencing tremendous trans-
formation over the past few decades as the introduction of new
low carbon technologies (LCT) brings changes in economic, envi-
ronmental and regulatory aspects. One of key challenges in power
systems today is the integration of renewable energy sources (RES)
which are at the same time creating benefits to national energy
policies (energy security, independence on import oil and gas),
national economy (new jobs in rural communities) and to human
health (decrease of greenhouse gas emissions and waste), but are
also creating additional uncertainty and variability and challenging
traditional principles of maintaining generation and consumption

equilibrium. To compensate these imbalances the system operator
is compelled to have enough reserve in every moment, meaning
that the system must have enough flexibility. These services are
provided by controllable, generating units through ancillary ser-
vices forcing traditional fossil fuel based generators to operate in
non-optimal working states, sometimes resulting in the overall
operation cost and emissions increase despite the integration of
clean energy sources [1,2].

With the uptake of LCT, new concepts for providing systems
flexibility are emerging where both interconnections to other,
more flexible power systems, or integration of new market partici-
pants, such as energy storage (ES), electric vehicles (EV) and
multi-energy concepts [3], will change the paradigm of how low
carbon power systems operate. Advancements in the field of
energy storage technologies, improving their performance and
reducing their investment cost, are making them a relevant future

http://dx.doi.org/10.1016/j.apenergy.2015.07.070
0306-2619/� 2015 Elsevier Ltd. All rights reserved.
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flexibility provider as can be found in [4–7]. Microgrids are another
promising concept where, by aggregating groups of geographically
close loads and generators, the focus is shifting from centralized
service provision to local, more system independent as described
in [8,9]. However, currently the only integrated concept is that of
demand response programs which includes changes in electric
consumption by end-users in response to changes in electricity

prices throughout day [10,11]. This concept has the potential to
increase the systems flexibility by providing reserve to power sys-
tems in exchange for lower cost electricity for the end-users.

The focus of this paper is highlight the benefits of controlled
electric vehicles charging which can be considered as a combina-
tion of all those aforementioned concepts; the battery on board
acts as a storage unit, while a parallel can be drown between

Nomenclature

Decision variables
pg TP

t;i thermal units generation

pg HP
t;i hydro units generation

pg PS
t;i ; pp PS

t;i pump storage generation/pumping

pg WP
t wind power generation

pc EV
t;i ;pd EV

t;i electric vehicles slow charging/discharging

pf EV
t;i electric vehicles fast charging

f up TP
t;i ; f dn TP

t;i ; rup TP
t;i rdn TP

t;i thermal units primary(f)/secondary(r)
up/down reserve provision

f up HP
t;i ; f dn HP

t;i ; rup HP
t;i rdn HP

t;i hydro units primary(f)/secondary(r)
up/down reserve provision

f up PS
t;i ; f dn PS

t;i ; rup PS
t;i rdn PS

t;i pump storage primary(f)/secondary(r)
up/down reserve provision

f up EV
t;i ; f dn EV

t;i ; rup EV
t;i rdn EV

t;i electric vehicles primary(f)/sec-
ondary(r) up/down reserve provision

qup TP
t;i thermal units tertiary up reserve provision

s EV
t;i total energy in a cluster of EVs

sarr EV
t;i total energy in cluster of EVs arriving to the

charging stations
sleav EV

t;i total energy in a cluster of EVs leaving the
grid

pf EV
t percentage of fast charging EVs

xc EV
t;i number of EVs charging

psh WP
t curtailed wind power

c TP
t;i total thermal power plant cost

c HP
t;i total hydro power plant cost

Input parameters

Pd
t power demand

Fup
t primary up reserve requirements

Fdn
t primary down reserve requirements

Rup
t secondary up reserve requirements

Rdn
t secondary down reserve requirements

Qup
t tertiary up reserve requirements

P WP
t potential wind power generation

REV 0:5h
t ;REV 4h

t secondary and tertiary reserve requirements in-
crease caused by uncontrolled EVs charging

rslð0:5hÞ EV
t ;rslð4hÞ EV

t EVs uncontrolled charging standard devia-
tion for secondary and tertiary reserve

rð0:5hÞ WP
t ;rð4hÞ WP

t wind power standard deviation for secondary
and tertiary reserve

Narr EV
s;i number of EVs arriving (plugging in) to the

grid
Ng EV

t;i number of EVs connected to the grid

Nleav EV
t;i number of EVs leaving the grid

Ni TP number of thermal technology types
Ni HP number of hydro technology types
Ni PS number of pump storage technology types
Ni EV number of electric vehicles types
rd power demand standard deviation
Pgmax the biggest online unit in power system

CUCH EV
i time needed to fully charge EVs at full power

gc EV
i EV charging efficiency

gd EV
i EVs discharging efficiency

Dt time period (0.5 h) for energy calculation
S0 EV

i energy conserved in (all) EVs in time step zero
Smin EV

i the lowest SOC value for one EV
Smax EV

i the highest SOC value for one EV
Scons EV

i energy conserved in one EV which arrives to
the grid

Sminc EV
i the lowest allowed SOC in EVs leaving the

grid
Pfmax EV

i fast charging power maximum
G EV

i total number of EVs
Pmax EV

i slow charging power maximum

Abbreviations
BS battery systems
CCGT Combined Cycle Gas Turbine
CHPP Conventional Hydro Power Plant
CoInTh conventional inflexible thermal system
EPS electric power system
ES energy storage
EV electric vehicle
FlTh flexible thermal system
G2V-NR grid-to-vehicle without reserve provision

capabilities
G2V-YR grid-to-vehicle with reserve provision capa-

bilities
HP hydro power
HyTh Hydro Thermal system
InTh inflexible thermal system
LCT low carbon technologies
LoInFl low carbon inflexible thermal system
MILP Mixed Integer Linear Programing
NO-EV Mode without Evs
NPP nuclear power plants
OCGT Open Cycle Gas Turbine
PS pump storage
RES renewable energy sources
RoR run-of-river
SO system operator
SOC state-of-charge
TP thermal power
TSC Total System Cost
TSE Total System Emissions
UC unit commitment
UCH-NR uncontrolled charging without additional re-

serve requirements
UCH-YR uncontrolled charging with additional reserve

requirements
V2G-NR vehicle-to-grid without reserve provision

capabilities
V2G-YR vehicle-to-grid with reserve provision capa-

bilities
WPP Wind Power Production
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behaviour of drivers and household consumers and their geograph-
ical disparity which resembles that of multi microgrid compo-
nents. Electric vehicles (EVs) are in fact additional demand to
electric power system, however depending on their charging beha-
viour they can be seen as uncontrolled (inflexible) or controlled
(flexible) load. Controlled charging of EVs means that EVs are
demand responsive loads whose interaction with electric power
system (charging) is driven by market or system operator signals
throughout day. Since EVs can store energy they can also be
observed as mobile energy storage units that can charge or dis-
charge energy. Although EVs could be charged at home or work
(slow charging) or at charging stations (fast charging), this paper
observes only slow-charging EVs. Integration of new electricity
consumers is often followed by additional investments into trans-
mission and distribution network infrastructure, since investments
follow human activity. This in terms means most of potential net-
work upgrades would be at residential level. However, if EV charg-
ing is managed wisely investing in electric networks could be
deferred. When all mentioned is recapitulated, EVs seem to have
significant potential for providing flexibility both in energy and
ancillary services.1

This paper will provide a critical estimation of EVs benefits to
the high share RES power systems through a detailed analyses of
participation in both energy and reserve services analysing differ-
ent energy mixes and EV charging strategies.

2. Main contributions and literature overview

One of the most energy-consuming sectors, with more than 25%
contribution in total energy consumed worldwide, is transportation
sector [12], similar to the share of greenhouse gases coming from it.
Regulatory trends drive the transformation of transportation sector
from oil-consuming to electricity-consuming sector. Large number
of EVs is already on the roads and more of them is predicted to be
released into the market in the next few years [13–15].

A number of papers focuses on the capability of EVs to partici-
pate in the ancillary service markets. However, there is still a lack
of research defining what are the benefits of coordinated EVs
charging with respect to different energy mix and overall system
cost or elaboration how does the participation of EVs alter the role
of traditional plants in providing different services. Paper [16] pro-
poses aggregated EVs command architecture where EVs communi-
cate with their aggregator who then acts as a single market entity
and posts bids on energy and ancillary services market. The avail-
ability, reliability and value of EVs provided ancillary services is
calculated both for single EV direct participation and aggregated
architecture and compared with that of gas turbines. Aggregative
architecture has higher or same availability and reliability as that
of gas turbines but, as one would expect, lower revenues for ancil-
lary services compared with direct EV participation. There is signif-
icant potential for financial return for the EV’s owners when V2G is
used for regulation provision and even higher when combined
with peak reduction (EVs power injections during peak hours) as
found in [17]. Authors in [18] have revealed that profitable peak
reduction could be achievable through real-time scheduling tech-
niques. Brief description of control reserves, similar to those used
in this paper, and V2G revenues for ancillary services provision
with different levels of charging infrastructure is provided in
[19]. Costs and revenues for ancillary services provision for differ-
ent EV’s fleets and different regulation markets are presented in
[20]. Authors used four regulation markets (NYISO, CAISO, ERCOT
and PJM) for annual profit calculation which is on some level

similar to different energy mixes analyses in this paper. Different
markets entails different internal generation structure, e.g. energy
mixes. The difference is that this paper observes savings for system
operator whereas authors of aforementioned research analyse
profits for EV owners. Papers [21–23] present primary frequency
control of EVs on smaller timescale, few hours, with higher power
fluctuations resolution (minutes). Primary reserve in this paper is
analysed as pre-occupied space which could be otherwise used
for power generation. EVs as responsive demand (in this case it
means to unplug EVs if frequency drops) for frequency support
through different charging strategies with different charging pro-
files are observed in [24]. Detailed unit commitment (UC) model
is presented in [25] where EVs are analysed through five modes:
EVs charging, EVs discharging, EVs for reserve provision only, EVs
used for transport and idle plugged-in EVs. The studies in the paper
focus on peak increase in case where EVs are uncontrollably
charged, charging and discharging behaviour over day for different
mark-ups for power injections, state-of-charge (SOC) of EVs over
day, reserve provision by EVs over day for different price of reserve,
etc. However, all the analyses are again conducted only for a single
day and from the aspect of the EV owner as market participant.
Stochastic EVs model is formulated in [26] where objective func-
tion incorporates multiple markets (day-ahead energy, stochastic
intraday energy, regulating reserve) and costs (reserve compensa-
tion and driver satisfaction cost). The last mentioned cost repre-
sents penalties for non-supplied energy to EVs which results in a
conclusion that committing EVs for reserve introduces profit
reduction for EV. However, it does not provide insight into schedul-
ing of energy and reserve services and does not answer a question
of how these services shift to new units with the introduction of
EV. In addition, it does not provide annual analyses to properly
evaluate the benefits of EV integration. In [27], a UC model of ther-
mal generation based power system with incorporated EVs is pre-
sented. Authors modelled EVs as additional cost and included
revenues for ancillary service provision. Traditional units act
differently when EVs are used for ancillary services. EVs reserve
provision increases efficiency of online units and turn-off the most
expensive one. Although similarities with this paper’s analyse
exist, mentioned paper provides shallower analyse of thermal units
reserve provision, unit commitment, system decreased cost etc.
Another detail model of V2G assets is defined in [28]. Different
EV’s battery replacement costs and different types of EVs are used
in these simulations. Higher battery replacement cost entails smal-
ler amount of energy injected back to grid and smaller amount of
regulation up capacity sold to the system operator (SO). Positive
interaction between high wind power production and EV’s
contingency reserve provision are explained the case of Irish power
system (52% of wind penetration) in [29]. Interesting work is
presented in [30] where EVs charging is explored as an alternative
for additional cross-border transmission investments. Besides
transmission investment deferral, the paper found that RES
curtailment, electricity price and energy storage usage are reduced
when EVs charging is controlled. Covering EVs charging by means
of variable renewable generation is done in [31]. Authors compare
coordinated and uncoordinated charging in a week and annual
simulations with sensitivity analyses on charging power,
generation portfolio and charging availability. The last two papers
observe only EVs charging, while EVs discharging and reserve
provision has not been discussed. Worth mentioning study,
focusing on energy provision by EV, is [32]. Authors are observing
EVs as distributed energy storage system on a single day time scale
but they do not consider EVs as potential reserve providers. Detail
research on EVs emissions performance on different driving
patterns, charging profiles and electricity mix is done in [33].
Along with the presented literature a short review of the EVs
participation in frequency regulation is given in [34].

1 Term of ancillary services in this paper is used for multiple reserve services, with
focus on provision of spinning reserve services (in particular secondary reserve).
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Most of the above mentioned papers observe revenues for
potential EV owners analysing participation in ancillary service
markets as potentially interesting business model for the end EVs
users or aggregators. The goal of the paper is to define the impact
of EV integration from the standpoint of the power system opera-
tor. Benefits from EV aggregation is not the topic of this paper; in
other words the system does not care whether EVs cooperate
under the aggregator principle or they work alone, as long as they
provide the required service. Results of this paper are primarily
recognizing benefits and improvements for power system opera-
tion in terms of operational cost, environmental benefits and
reduced wind curtailment. The important questions that will be
answered throughout paper are: how do EVs affect traditional unit
commitment for energy and reserve services? How does provision
of reserve from EV’s affect traditional unit commitment for power
and reserve? When will the system gain most from the EV’s? How
does the increase in EV’s percentage affect the profitability of EV’s
reserve provision? How do EVs affect wind curtailment in future
high share wind systems? Is there a positive correlation between
increase in WPP and increase in EV’s percentage? Which energy
mixes acquire most benefits from EV’s reserve provision?

Compared to the existing literature, the paper brings novelty
through detailed analysis of provision of spinning reserve services
and elaboration how service provision shifts from traditional units
to more flexible and environmentally friendlier units. It also recog-
nizes that flexibility benefits are different for different energy
mixes through annual analyses of all three relevant flexibility met-
rics: operational cost, CO2 emissions and wind curtailment.

The following Section, Section 3, elaborates the unit commit-
ment model based on mixed integer linear programming (MILP)
and input parameters used, focusing on thorough explanation of
EVs behaviour equations. First part of Section 4 provides an answers
on the above stated questions by analysing one-week simulation
results. In second part of Section 4 annual analyses defines benefits
of EV coordinated participation in multiple markets for various
energy mix power systems. Section 5 provides concluding remarks,
emphasizing the most important contributions of the paper.

3. Power system components and modelling

All simulations are run in Fico Xpress programming environ-
ment [35] on a Lenovo ThinkCentre computer (4 GB RAM). The
electric power system is composed of conventional power plants
such as hydro, fossil based thermal power plants and nuclear
power plants with the capability of changing the energy mix and,
by doing that, representing specific country system. This system
is upgraded with models of emerging new technologies such as
EVs, wind power plants (WP), and stationary battery systems
(BS). Simulation model’s architecture is designed to correspond
to different national power systems; depending on the input data
it can provide results for whatever power system’s architecture.
To speed up the simulations the system components are clustered
by type of particular technology, since number of relevant papers
have demonstrated accuracy of such approach, see [36,37]. The fol-
lowing subsections explain in detail vital components of proposed
model and their input parameters. Graphical representation of pro-
posed EPS and used scenarios are shown later in the paper,
Section 3.3 in Fig. 3. For better understanding of the mathematical
expressions it is important to keep in mind:

� Decision variables are written in italic lower case.
� Input parameters are written in roman upper case (or roman

Greek letters).
� Extended variable/parameter name is written as roman super-

script before underline.

� Technology to which variable/parameter is referring to is writ-
ten as roman superscript after the underline.
� Indexes are written as italic subscript.
� Index i corresponds to type of particular technology.
� Index t corresponds to particular time step.
� All equations are written for one particular time-step/technology

but they all apply to all time-steps/technologies in observed
range (with the exception of initial conditions).
� Time step in this paper is 0.5 h which entails 336 time steps for

one week period.
� Unless otherwise noted decision variables are nonnegative

values.

3.1. Power system and electrical demand

Electric generation and consumption equilibrium must be satis-
fied in all time-steps. Mathematical notation of the last sentence is
contained in (1). Left side of the equation present conventional
(thermal – pg_TP, hydro – pg_HP, pump storage – pg_PS) and RESs
(wind – pg_WP) generation and pump storage pumping (pp_PS) with
added EVs discharging (pd_EV), charging (pc_EV) and fast charging
(pf_EV), while left side present electric demand (Pd). Electric
demand for UK power system, which is a typical low flexible power
system relaying on thermal power plants, is displayed in Fig. 1 for
typical high (60 GW – winter peak) and low-demand week
(50 GW) [38]. Additional data about UK power system used can
be found in [39].

XNi TP

i¼1

pg TP
t;i

� �
þ
XNi HP

i¼1

pg HP
t;i

� �
þ
XNi PS

i¼1

pg PS
t;i � pp PS

t;i

� �
þ pg WP

t

�
XNi EV

i¼1

pd EV
t;i � pc EV

t;i � pf EV
t;i

� �
¼ Pd

t ð1Þ

Other system related Eqs. (2)–(6) are reserve provision require-
ments. As it can be seen from the following equations, five reserve
services are modelled:

� Primary reserve up (fup).
� Primary reserve down (fdn).
� Secondary reserve up (rup).
� Secondary reserve down (rdn).
� Tertiary up (qup).

XNi TP

i¼1

f up TP
t;i þ

XNi HP

i¼1

f up HP
t;i þ

XNi PS

i¼1

f up PS
t;i þ

XNi EV

i¼1

f up EV
t;i P Fup

t ð2Þ

XNi TP

i¼1

f dn TP
t;i þ

XNi HP

i¼1

f dn HP
t;i þ

XNi PS

i¼1

f dn PS
t;i þ

XNi EV

i¼1

f dn EV
t;i P Fdn

t ð3Þ

Fig. 1. Weekly demand and wind profiles.
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XNi TP

i¼1

rup TP
t;i þ

XNi HP

i¼1

rup HP
t;i þ

XNi PS

i¼1

rup PS
t;i þ

XNi EV

i¼1

rup EV
t;i P Rup

t ð4Þ

XNi TP

i¼1

rdn TP
t;i þ

XNi HP

i¼1

rdn HP
t;i þ

XNi PS

i¼1

rdn PS
t;i þ

XNi EV

i¼1

rdn EV
t;i P Rdn

t ð5Þ

XNi TP

i¼1

qup TP
t;i P Q up

t ð6Þ

Detailed description of mentioned control reserves could be
found in [40]. Primary and secondary reserve in this work are pro-
vided by online units (thermal, hydro, EVs), whereas tertiary con-
trol can be provided from both online and offline quick-start
(CCGT, OCGT) units. Primary control reserve, both up and down,
are at constant values of 1.9 GW as they corresponds to the reserve
for frequency response in UK power system [38]. Secondary and
tertiary control are time vectors of constant values. They depend
on the electrical demand (taking into account variability of
demand through standard deviations of load forecast rd), wind
power production (taking into account uncertainty and variability
of wind generation by standard deviation of wind forecast on dif-
ferent time scales through variables r(0.5h)_WP and r(4h)_WP) and
EV’s charging mode (by taking into account a fixed value describ-
ing uncertain nature of EV arrival and battery SOC through vari-
ables REV_0.5h and REV_4h), as well as the outage of the largest
generating unit Pgmax [41]. Uncontrolled charging (UCH) mode,
due to its uncontrollability, cannot participate in energy markets
(in terms of shifting its charging to a more favourable periods)
nor provide ancillary services to the system operator. In addition,
due to its unpredictability and variability UCH can increase sys-
tem’s reserve requirements. An estimation of UCH mode reserve
increase (7) is added to standard reserve requirements formulas
(8)–(10). Up reserve requirements include the largest online unit
(this is taken into account as the largest generator outage).
Reserves are modelled as in [37,42].2

REV 0:5h
t ¼

XNi EV

i¼1

3:5 � rslð0:5hÞ EV
t � Pmax EV

i �
Xðt�CUCH EV
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s¼t
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0
@

1
A ð7Þ
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3.2. Conventional power plants

As already mentioned, the core of the analysed EPS’s are
hydro-thermal generating units. All units are modelled as clustered
and participate in daily schedule together. Additional explanation
of the conventional and clustered UC thermal model with or

without RES could be found in [37,42,43]. Also, interesting recent
publications related to the UC issues can be found in [44–46].
Thermal units are subjected to the following constraints:

� Power generation constraints (piece-wise linear cost curve).
� Minimum up and down times.
� Ramping constraints.
� Reserve provision constraints (primary, secondary and tertiary).
� Greenhouse gas emissions (included as additional cost in objec-

tive function).

Four different types of thermal power plants (TP) are
considered:

� Nuclear power plants.
� Coal-fired thermal power plants.
� Combined-Cycle Gas Turbines (CCGT).
� Open-Cycle Gas Turbines (OCGT).

Hydro Power Plants (HP) are modelled with small adjustments
relative to the models in the available literature [1,47]. Hydro units
are subjected to the following constraints3:

� Water balance equation.
� Power generation constraints.
� Reservoir constraints.
� Hydro turbine constraints.
� Spillage constraint.
� Reserve provision constraints (primary, secondary and tertiary);

Three different types of hydro power plants (HP) are
considered:

� Run-of-river hydro power plants (RoR).
� Conventional Hydro Power Plants with daily accumulation

(CHPP).
� Pump storage (PS).

Thermal and hydro power plants parameters can be found in
Appendix (Tables 3 and 4).

3.3. Electric vehicles

As stated above, RES introduced new challenges to traditional
EPS’s operation principles. The incapability to accurately forecast
their next day schedule resulted in new operating costs to the
EPSs. Flexible and responsive units have to be scheduled in order
to provide stable operation and unavailability of such units leads
to wind curtailment, lower generation efficiency of conventional
units, and transmission congestions. Smart planning of EV’s charg-
ing infrastructure and EV’s batteries has the potential to alleviate
some of the challenges and to provide the needed flexibility
enabling further integration of variable and uncertain RES.
Depending on their operation mode EVs could behave as new
source of flexibility or they could further damage system’s flexibil-
ity. For the purpose of this work EV’s are modelled through six
operation models as follows:

� Uncontrolled CHarging with No additional Reserve require-
ments (UCH-NR) – EVs plug-in when they stop driving and
charge until fully charged and their charging does not affect
reserve requirements.

2 The same formula applies for RtEV_4h in (10), the only difference is substitution of
rsl(0.5h)_EV with rsl(0.5h)_EV.

3 Pump storage units are subjected to ‘‘double’’ constraints (upper and lower
reservoir, generation and pumping, etc.).
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� Uncontrolled CHarging with (Yes) impact on Reserve (UCH-YR)
– EVs plug-in when they stop driving and charge until fully
charged. The uncertainty of their arrival time and SoC of batter-
ies increases reserve requirements. These first two types focus
on an issue still not properly addressed in the literature – EV
as additional source of uncertainty and variability.
� Controlled grid-to-vehicle charging with No possibility for pro-

viding Reserve (G2V-NR) – optimal allocation of EVs charging
resources without possibility to inject power back to grid or
to provide reserve services.
� Controlled grid-to-vehicle charging with (Yes) possibility to

provide Reserve (G2V-YR) – optimal allocation of EVs charging
resources without possibility to inject power back to grid but
with possibility to provide primary and secondary reserve.
� Controlled vehicle-to-grid charging with No possibility for pro-

viding Reserve (V2G-NR) – optimal allocation of EVs charging
resources with possibility to inject power back to grid but with-
out participating in different reserve services provision.
� Controlled vehicle-to-grid charging with (Yes) possibility to

provide Reserve (V2G-YR) – optimal allocation of EVs charging
resources with possibility to inject power back to grid and with
the possibility to provide reserve services.

All of these operating modes are subjected to the following
constraints:
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0 6 sarr EV
t;i 6 Narr EV

t;i � Scons EV
i ð15Þ

Nleav EV
t;i � Sminc EV

i 6 sleav EV
t;i 6 Nleav EV

t;i � Smax EV
i ð16Þ

pf EV
t;i P pf EV

t =100 � Pfmax EV
i � G EV

i � Ng EV
t;i

� �.
3 ð17Þ

EVs are aggregated and observed as one unit with
time-dependant parameters. Energy conservation equation of
aggregated EVs is represented in (11). Energy stored in all EVs of type
i (the model observes three types of EV, as explained later) at time
step t is on the left side of equality sign (s_EV), whereas right side is
composed of energy stored at past time step ± energy stored in arriv-
ing/leaving (sarr_EV/sleav_EV) EVs, ± charged (slow pc_EV and fast pf_EV)
and discharged (pd_EV) EVs energy at actual time step. Initial and
final conditions are shown as (12) and (13). Eq. (14) represent
boundaries for EVs storage size. EVs usually do not discharge their
entire stored energy for driving, meaning that most of the energy
is still stored when they plug-into the charging point. Three types
of EVs are developed based on their trip lengths (based on their con-
sumed energy for driving) as shown in Table 1. Percentage of EV’s
types in EV’s fleet is chosen to match real proportions (Table 1) based
on the [48]. One week driving patterns are extracted from the same
study [48]. Every day is modelled with representative driving pat-
terns as shown on Fig. 2. Input vectors Nt,i

g_EV, Nt,i
arr_EV and

Nt,i
leav_EV are derived from those curves. Variable st,i

arr_EV denotes
unconsumed energy of returning EVs (15). Variable st,i

leav_EV denotes

energy stored in EVs leaving the grid (16). It is assumed that all EV’s
owners require 100% SOC when leaving the grid (Si

minc_EV = Si
max_EV).

Although the number of vehicles can be modelled as variable (17),
fast charging in this paper is taken as constant value; 5% of
on-road EVs are allowed to use fast-charging stations (pt

f_EV = 5%).
The assumed duration of fast charging is ten minutes and to
assure this, right side of (17) is divided by 3 ((30 min time
period/3) = 10 min charging). Fast charging is assumed to be
uncontrolled so it increases reserve requirements in a similar
manner as uncontrolled slow charging as shown in Eqs. (8)–(10).
This paper analyses only slow charging effect on the EPS so no
additional description of fast charging model will be provided.

Specific constraints for different charging modes are listed
below (18)–(26).

UCH:

pd EV
t;i ¼ 0 ð18Þ

CUCH EV
i ¼ round

Smax EV
i � Scons EV

i

Pmax EV
i � Dt

( )
ð19Þ

XNt

ðs¼Ntþt�CUCH EVþ1Þ

Narr EV
s;i � Pmax EV

i � 0:9
� �

þ
Xt

s¼1

Narr EV
s;i � Pmax EV

i � 0:9
� �

6 pc EV
t;i

6

XNt

ðs¼Ntþt�CUCH EVþ1Þ

Narr EV
s;i � Pmax EV

i � 1:1
� �

þ
Xt

s¼1

Narr EV
s;i � Pmax EV

i � 1:1
� �

ð20Þ

Table 1
Electric vehicle’s parameters.

Input parameter Personal vehicle

Pmin (kW) 0.2
Pmax (kW) 2
Smin (kW h) 4
Smax (kW h) 20
Sminc (kW h) 20
gc, gd 0.95
Pfmax (kW) 50

Range (km) Short 20
Medium 40
Long 80

Short 4
Consumed energy per trip (kW h) Medium 8

Long 16
Percentage of EVs type and range in

total number of EVs
Short 82%
Medium 10%
Long 8%

Fig. 2. EVs driving pattern.
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Xt

ðs¼t�CUCH EVþ1Þ

Narr EV
s;i � Pmax EV

i � 0:9
� �

6 pc EV
t;i

6

Xt

ðs¼t�CUCH EVþ1Þ

Narr EV
s;i � Pmax EV

i � 1:1
� �

ð21Þ

G2V:

pd EV
t;i ¼ 0 ð22Þ

0 6 pc EV
t;i 6 Pmax EV

i � Ng EV
t;i ð23Þ

V2G:

0 6 xc EV
t;i 6 Ng EV

t;i ð24Þ

0 6 pc EV
t;i 6 Pmax EV

i � xc EV
t;i ð25Þ

0 6 pd EV
t;i 6 Pmax EV

i � Ng EV
t;i � xc EV

t;i

� �
ð26Þ

Uncontrolled charging mode does not allow EVs to inject power
back into the distribution grid (18). Auxiliary constant Ci

UCH_EV rep-
resents time necessary to fully charge EV’s battery while charging
is at rated power. Initial conditions are modelled in (20). EV’s driv-
ing patterns are constructed continuously from available weekly
data, meaning that Nt,i

arr_EV data from time steps before time step
1 are the same as that of the last time steps. In other words
required Nt,i

arr_EV for periods before first time step are not exclu-
sively modelled but taken from last periods. Charging in remaining
periods is modelled with (21).

The concept of UCH is inflexible, meaning once EVs are
plugged-in they are being charged at power ranging from 90% to
110% of battery’s rated power till they fully charged. Controlled
G2V charging mode allows only charging during periods beneficial
for the system as shown in (22) and (23). On the other hand in the
controlled V2G regime, discharging energy into the grid is addi-
tionally allowed as modelled in (25) and (26). Integer variable
xt,i

c_EV denotes the number of EVs being charged at time t (24),
whereas (1 � xt,i

c_EV) denotes the number of EVs being discharged
at time t.

All of the charging modes (UCH, G2V and V2G) may have an
impact on reserve requirements. Due to its uncontrollability, vari-
ability and uncertainty, UCH will most likely negatively affect the
reserve requirements, resulting in increase in system reserve
requirements, as shown in (8)–(10). G2V and V2G due to their con-
trollability can be observed in the context of additional reserve

provision to the EPS. In all three modes, EV’s influence on reserve
is included or excluded from consideration based on author’s deci-
sion, resulting in multiple scenarios for different service provision.
The secondary reserve provision in the G2V charging mode is mod-
elled with (27) and (28), and in the V2G mode in (31) and (32).
Same applies for primary reserve plus additional decrease for
already allocated secondary reserve (rti

up_EV/rti
dn_EV) as can be seen

in (29), (30), (33) and (34).
G2V:

rup EV
t;i 6 pc EV

t;i ð27Þ

rdn EV
t;i 6 Pmax EV

i � Ng EV
t;i � pc EV

t;i ð28Þ

f up EV
t;i 6 pc EV

t;i � rup EV
t;i ð29Þ

f dn EV
t;i 6 Pmax EV

i � Ng EV
t;i � pc EV

t;i � rdn EV
t;i ð30Þ

V2G:

rup EV
t;i 6 Pmax EV

i � Ng EV
t;i � xc EV

t;i

� �
� pd EV

t;i þ pc EV
t;i � Pmin EV

i

� xc EV
t;i ð31Þ

rdn EV
t;i 6 pd EV

t;i � Pmin EV
i � Ng EV

t;i � xc EV
t;i

� �
þ Pmax EV

i � xc EV
t;i

� pc EV
t;i ð32Þ

f up EV
t;i 6 Pmax EV

i � Ng EV
t;i � xc EV

t;i

� �
� Pd EV

t;i þ pc EV
t;i � Pmin EV

i

� xc EV
t;i � rup EV

t;i ð33Þ

f dn EV
t;i 6 pd EV

t;i � Pmin EV
i � Ng EV

t;i � xc EV
t;i

� �
þ Pmax EV

i � xc EV
t;i

� pc EV
t;i � rdn EV

t;i ð34Þ

3.4. Renewable energy sources

Real historical data (Pt
_WP) from Fig. 1 are used to model actual

wind power production (pt
g_WP) and it is displayed in Fig. 1.

Decision variable pt
sh_WP allows wind curtailment (shedding).

Wind curtailment is undesirable and it is a metric to evaluate the
EPS’s flexibility; the larger the curtailment the less flexible the
EPS is. Wind Power Production (WPP) is represented with (35).

pg WP
t þ psh WP

t ¼ P WP
t ð35Þ

Thermal Power 
Plants (TPP)

Hydro Power 
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Wind Power 
Plants (WPP) Electric Vehicles (EV)

Inflexible 
Thermal (InTh)

Flexible 
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Hydro Thermal 
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InTh (LoInTh)

WPP –> 
0-60%

EV –> 
0-60%

WPP –> 
0%

EV –> 
20%

WPP –> 
20%
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Electric Power Systems (EPS)
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Low carbon
InTh (LoInTh)

WPP –>
20%

EV –>
20%

Power 
system 

components

Chapter 4.2 scenarios

Chapter 4.1.1 scenarios

Chapter 4.1.2 scenarios

UCH-NR
UCH-YR
G2V-NR
G2V-YR
V2G-NR
V2G-YR

Fig. 3. Modelled power system and scenarios used in simulations.
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3.5. Objective function

The objective function is minimization operational costs from
the units providing energy and reserve services to the system
(36). Thermal (start-up, shut-down, fuel, O&M, greenhouse gas
emissions) and hydro (O&M) costs are included. Thermal fuel con-
sumption curve is piece-wise linearized (3 segments) [37,42].

min COST ¼
XNt

t¼1

XNi TP

i¼1

c TP
t;i

� �
þ
XNi HP

i¼1

c HP
t;i

� �" #
ð36Þ

4. Simulation and results

Weekly and annual simulations are performed in this section to
gain insight into EV impact on UC performance and traditional
principles of providing market services. First part of simulations
aim to show EV’s physical and economic impact on power and
reserve one-week unit commitment. This is shown in
Figs. 4 and 7 through three different graphs presenting: (i) EVs
charging/discharging and their impact on conventional energy
scheduling; (ii) secondary up and (iii) secondary down reserve.
Although the designed model enables multi reserve service analy-
ses, as already mentioned, due to space constraints only secondary
reserve scheduling will be shown. The results are shown for the
base case (without EVs or NO-EV case) and compared with other
above listed EV’s operating modes. In addition, two different sce-
narios are taken into account: Conventional Inflexible Thermal
(CoInTh) system, with no wind penetration, and low carbon
inflexible thermal system with 20% of RESs (LoInFl).

Second part of simulations focuses on EVs and WPPs interaction
for G2V charging mode with and without EV’s reserve provision
capabilities. EPS’s savings and wind curtailment decrease caused
by EV’s reserve provision are the main indicators of EV’s capability
to enhance flexibility of high RES systems. Seven different percent-
ages of EVs and WPPs, ranging from 0% to 60% with 10% step
increase, and three different energy mix scenarios are used:
Inflexible Thermal (InTh), Flexible Thermal (FlTh) and
Hydro-Thermal (HyTh) system. Details on these scenarios are pro-
vided in later subsections. Integration of particular technologies
used in different scenarios is presented in Table 2. EV’s input
parameters are shown in Table 1.

4.1. One-week simulations

4.1.1. Conventional inflexible thermal system (CoInFl)
Fig. 4 displays EV’s charging and discharging behaviour as well

as secondary up and down reserve provision (these are represented
by three graphs in each row shown on x-axis) for simulations of the
CoInTh system. The analyses are done for base case without EVs
(NO-EV) and are compared with 6 other scenarios changing charg-
ing/discharging modes of EV as well as type of services they can
provide (this are in order shown on y-axis in Fig. 4). For easier
understanding of the results in Fig. 4 the following should be kept
in mind:

� First vertical column graphs present scheduling of energy in UC
for total of 7 scenarios; the first one without EV and six for dif-
ferent charging strategies of EV.
� Second and third vertical column present secondary up and

down reserve for total of 7 scenarios; the first one without EV
and six for different charging strategies of EV.

Although the presented UC model considers scheduling of mul-
tiple services, due to limited space, Fig. 4 shows the results only for
secondary reserve service. It should be mentioned that the same

comparison and analyses could be done for primary and tertiary
reserve as well.

The analysed EPS resembles that of the UK and for relevant
analysis and comparison all the other data is taken for the UK sys-
tem as well. There are approximately 30 million cars in UK at the
moment [49]. For the purposes of this simulation the assumption
is made that 10% of those vehicles is going to be replaced with
EVs. If all those EVs would charge at the same moment it would
increase the electricity demand by 20%, i.e. by 12 GW. Further in
the paper number of EVs will be expressed as percentage of total
electric demand not as percentage of total number of vehicles on
road.

Base case (NO-EV) represents conventional unit commitment
model with no RESs and EVs. Nuclear units cover base load, they
do not alter their production and do not provide any kind of
reserve. Although NPP are not inflexible units, traditional
approaches suggest NPP are not used for provision of ancillary ser-
vices, with the exception of contingency reserves, nor for following
net demand changes. Coal power plants are units of limited flexi-
bility and they provide both the up and down reserve. CCGT units
cover workday’s daily peak period demand, and are almost com-
pletely shut down on weekends due to lower electricity demand.
The only period when CCGT units provide up reserve are those
days of the week when they also cover part of the energy demand.
This is happening only during peak periods since lower cost coal
power plants are running at their maximum and additional
required reserve is provided by more expensive online units such
as CCGT. Although some CCGT units are scheduled to provide down
reserve during peak periods, almost all down reserve is provided
by coal. Aforementioned occurs since coal units are used to provide
most of the energy (taking into account only units that can provide
reserve, so excluding NPP) and thus, a logical way to provide down
reserve is to ramp coal units down. OCGT units are the most expen-
sive units and also the most flexible units, however they are offline
most of the time. With the exception of some specific periods, they
are primarily used to provide the required tertiary reserve.

The second analysis shows how EPS operation changes with the
integration of non-flexible EVs. Charging of uncontrollable EV is
presented by green line in first graph (energy graph, second row
and first column of Fig. 4) of the unit commitment. The demand
curve of EVs charging requirements follows their driving patterns
(Fig. 2). Required power for EV charging is high throughout day,
with peak charging power in the afternoon when most of the EVs
return home. Blue line in the energy graph displays demand with-
out EV, so comparing it with the black line (total demand) it can be
seen that demand has increased. Increased demand, i.e. increased
energy consumption, entails increased power generation and thus
increased Total System Cost (TSC) and Total System Emissions
(TSE). In addition, increase in TSC is the result of running more
expensive units to cover the higher demand. The third reason is
larger requirements for up reserve, in particular scheduling of
more OCGT units. Cheaper coal and CCGT units during peak periods
are providing energy so OCGT units are required to provide reserve.
Increased production from gas turbines does not necessarily mean
the increase in TSE since the emissions rate of OCGT is lower than
that of coal. Down reserve is provided purely from coal units same
as in the base case.

In the third case scenario uncontrolled charging results in addi-
tional reserve requirements (UCH-YR case); this can be easily
explained by the difficult to predict arrival time and difficult to
predict state of charge of EV’s batteries. To cover this new reserve
demand, new units need to be online to provide it. Although no
additional energy is required, OCGT units need to be scheduled
to cover energy demand during weekly minimum to be able to cor-
respondingly provide more reserve. Higher reserve requirements,
provided by OCGT, in addition to running expensive OCGT to
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Fig. 4. CoInFl system results.
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provide energy, means increase in TSC and slight decrease in TSE
(less power is produced from more emission intensive coal).

The fourth scenario analyses the controllable EV scenario,
where EV can only be charged from the power system. G2V-NR
mode follows different charging pattern compared to that in UCH
as shown in Fig. 4. EVs are charged at low-demand periods (at
night and weekends) and this results in the lower TSC and highest
system benefits. Coordinated charging results in more evenly dis-
tributed generation and consumption and, due to lower number
of unit’s start-up and shut-downs, lower TSC. In addition, the
flexible EV charging had an impact on both up and down reserves
requirements resulting in lower demand when compared to
previous two cases.

In the fifth analysed scenario controllable EVs can provide both
energy and reserve, this is G2V-YR scenario mode. Unlike the pre-
vious case the charging does not occur only during the night, it is
rather uniformly distributed through the day during the entire
week. TSC is lower than in all previous scenarios since EV’s will
be assigned to provide secondary reserve instead of more expen-
sive coal, CCGT or OCGT units. Another interesting phenomenon,
associated with G2V-YR mode, is a slight increase in TSE. Since coal
power plants do not provide down reserve they are scheduled to
operate at technical minimum during low demand periods.
Although this is less costly than to work at full power, the emis-
sions rate (expressed as tCO2/MW h) is higher. Also, assigning less
up reserve to coal units means they will participate more in energy
provision during peak periods, resulting in higher total system
emissions.

The sixth scenario allows both controlled charging and dis-
charging in V2G-NR mode. It can be easily noticed that TSC addi-
tional decreases, compared to G2V-NR mode, due to back-to-grid
power injections during peak periods. Although total energy
demand is higher in this scenario since part of the energy is lost
due to charging/discharging efficiencies, but more energy is gener-
ated by lower cost units. Energy discharged by EVs is shown with
light green area in Fig. 4 and can be noticed particularly during
peak demand periods. EVs are being charged during low demand
periods resulting in even more flattened net demand curve. An
interesting observation is that G2V-YR mode has lower TSC than
V2G-NR mode, which is mostly caused by more energy that needs
to be generated by thermal units in the latter case. The same can be
noticed for TSE.

The seventh scenario allows controlled EV charging and dis-
charging and participation in both energy and reserve services.
This scenario is characterized with the lowest TSC. Coal units are
being replaced completely from providing up reserve which
enables them to operate at optimum operation point for provision
of energy. In addition, CCGT and OCGT units are completely shut
down since EVs replace their flexibility services. EV’s charging
and discharging patterns are very similar to those from V2G-NR
mode. Up reserve is completely covered by EVs, while a small por-
tion of down reserve is still covered by coal. This can be explained
by practical reasons: if coal power plants are run for provision of

energy as this is the less cost option, it makes sense to use their
capability to provide down reserve. EV’s are charged/discharged
during optimal periods during the day so the algorithm does not
assign them provision of down reserve. Although TSC is the lowest,
TSE reaches highest value of all observed scenarios since most of
the energy generated comes from highly pollutant coal units.

4.1.2. Low carbon inflexible thermal system (LoInFl)
Studies in this subsection are similar to those in the previous

one, with addition of wind power plants (WPP) and additional
reserve requirements caused by this variable and uncertain source.
The system scheduling is analysed in details for WPP integration of
20% (12 GW for the observed system). Weekly wind power produc-
tion (for a high wind generation week) pattern is displayed in
Fig. 1. Wind power production increases the required reserve as
shown in Eqs. (8)–(10). Fig. 7 displays EV’s charging and discharg-
ing behaviour, energy provision from thermal power plants as well
as contributions of secondary up and down reserve assigned to dif-
ferent units of LoInTh system. Conceptually all graphs in the Fig. 7
follow the same logic as those in the previous subsection. The only
new variables in Fig. 7 are that of wind power production. Grey
area represents actual power generated by wind power plants
and it is displayed beneath load demand curve (black line). Red
area represents curtailed wind power and it is displayed above
power demand curve since it is not being used and should be seen
as insufficient flexibility of the observed system. Since all scenarios
are same as those in the previous section, most of the explanations
are very similar so only the differences between the two cases will
be highlighted. Whereas in the last chapter flexibility metrics were
TSC and TSE, in this chapter wind curtailment is added to those
two.

In the base case (NO-EV) Wind Power Production (WPP) is fully
exploited during weekday’s peak periods, while it is curtailed
(WPcurt) during low demand periods, at night and weekends.
Comparing it to the previous section simulations, it can be seen
that expensive units, OCGT and CCGT, have been replaced by
WPP in energy provision. Reserve requirements in both directions
are almost completely covered with coal (gas turbines are not
online so they are not able to provide spinning reserve service).
Gas turbines are scheduled to provide up reserve during few speci-
fic periods, when there is either not enough coal or coal is shut
down due to low demand and therefore fast response units are
scheduled to substitute the coal.

If the first scenario is upgraded with the addition of inflexible
EVs (UCH-NR scenario), electricity demand is higher and less wind
is curtailed. Although there is an increase in TSC and TSE, the val-
ues are lower than in the previous section when the same EVs
charging mode was analysed but without wind. This can be simply
explained; less curtailed wind means lower generation from
expensive and environmentally less friendly thermal power gener-
ation. CCGT’s up reserve provision during peak periods has
increased (higher demand – less coal available to provide reserve),
however OCGT scheduled to provide reserve have decreased their
provision during low demand periods (higher demand means more
coal is scheduled to provide energy and therefore is also available
for reserve provision).

Scenario two, UCH-YR mode, results in higher TSC, TSE and
wind curtailment. Larger reserve requirements caused by variabil-
ity and uncertainty of both wind and EV, suggest higher number of
scheduled units.

Flexibility of EVs in G2V-NR mode, allows higher WPP to be
accommodated; lower wind curtailment also means lower thermal
power generation and, correspondingly, lower TSC and TSE. EV’s
are being charged during periods when otherwise wind power
would be curtailed. The flexibility of EV to be charged when it

Table 2
Scenarios generation mixes.

Generation
typea

Thermal power plants (TPP) Hydro power plant
(HPP)

Nuclear
(%)

Coal
(%)

CCGT
(%)

OCGT
(%)

CHPP
(%)

RoR
(%)

PS
(%)

InTh 35 45 15 5 0 0 0
FlTh 15 25 45 15 0 0 0
HyTh 20 20 15 0 15 15 15

a Percentage of totally needed generation capacity to cover demand, reserve and
primary control requirements.
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benefits the system also reduces the need for gas turbines energy
and reserve provision.

Allowing EVs to provide reserve (G2V-YR) further increases sys-
tem’s flexibility since zero wind is curtailed and provision of
energy and reserves from gas turbines is minimized. This in turn
also means TSE and TSC is additionally reduced. Similar to the anal-
yses in the previous section, it can be seen that EVs charging is
evenly distributed throughout week. Since EV’s are completely
providing down reserve and most of the up reserve, coal units
are able to ramp up or down from technical minimum to full
power, enabling them to work at their optimal operating points
(which is not the case when they have to provide reserve services).

As it can be seen from analyses of scenario six, V2G-NR mode is
not able to utilize all available wind power thus very small wind
curtailment exist during low demand weekend periods. Periods
of EV charging are very similar to those of G2V-NR mode and to
V2G-NR mode of previous section while discharging rarely hap-
pens due to production from WPP (which was not the case in pre-
vious section analyses). Two direction roles of EV results in reserve
being provided only by coal units.

Last operating mode is the most flexible one where no wind is
curtailed, similar to G2V-YR mode. Although the system behaviour
in G2V-YR and V2G-YR modes is similar, the V2G mode has lower
TSC as it could be seen at Fig. 6. Major difference is that V2G mode
have the possibility to discharge. Discharging is, similar to previous
case, almost zero and even though that possibility is not being used
for provision of energy, this capability contributes to rescheduling
of up reserve which is completely provided by EVs as displayed at
Fig. 7. Consequently, coal power plants have less start-ups,
shut-downs and ramping and thus TSC is lower. Still the same
amount of energy is generated by coal so the TSE is the same as
in G2V-YR scenario (Fig. 6).

4.1.3. Discussion and conclusion
The analyses in Section 4.1.1 show that the most expensive case

for the power system operations is the one when integrating
uncontrollable charging EVs, in particular when difficulties of pre-
dicting their time and power/energy demand as this results in
increased reserve requirements. Uncontrolled charging requires
new peak units to be started and new reserve providing units com-
pared with NO EV scenario. Controlled charging could alleviate
provision of these services from low efficient and environmentally
unfriendly units to low carbon system. It is clear that controlled
charging is improving power systems stability as power demand
diagram becomes more flattened, i.e. less ramping and start-ups
occur in normal daily operations (Fig. 4). It could be seen from
Fig. 5 that TSC line decreases when EV’s introduce new flexibility
services to system operation. The most promising operational
mode appears to be V2G-YR mode where valleys in power demand
diagram almost correspond to high peaks and TSC is the lowest of
all observed operational modes. However, two main issues need to
be kept in mind when considering V2G charging mode. Power
injections, or constant cycling caused by changing and discharging,
could harm and reduce the lifetime of EV’s battery. In addition,
using EVs as both source and sink of energy results in the increase
in TSE. From Fig. 5 it can be noticed that, opposite to TSC, TSE curve
has constant increase. It appears that EV’s flexibility enhancement
negatively affect system TSE. For a power system whose energy
mix is based on fossil fuel driven power plants it can be concluded
that TSC and TSE are mutually opposed variables and that integrat-
ing controllable loads will challenge the environmental policies.
Situation improves with the simultaneous integration of RES.
This is demonstrated through a set of studies in Section 4.1.2
where 20% of wind power plants is included.

Analyses in Section 4.1.2 define three parameters for defining
the systems flexibility; on top of the TSC and TSE (Fig. 6), wind

curtailment serves as a metric of insufficient system flexibility
(Fig. 8). The worst case for power system operations, in terms of
flexibility metrics TSC, TSE and wind curtailment, is UCH-YR mode.
It is clear that this kind of EV’s charging should be avoided. Similar
to the previous scenario, with no wind in the system, TSC decreases
when EV’s introduce new flexibility services to power system oper-
ation providing energy and reserve, but, unlike in the previous sce-
narios, TSE also decreases. More precisely TSE and TSC have the
same pattern of behaviour. This is a positive change and aforemen-
tioned problem of TSE increase is solved. Wind curtailment
decreases even in UCH modes, but major decrease is when control-
lable modes are observed. G2V-YR and V2G-YR fully exploit WPP,
meaning that wind curtailment is zero in both modes. The latter
control mode, V2G-YR, is an excellent example of flexibility
enhancement gained by EV’s reserve provision. Another problem
mentioned in the previous analyses is discharging effect on bat-
tery’s life cycle. This problem is indirectly solved by WPP integra-
tion, since V2G-YR mode uses option of EVs discharge just for up
reserve provision and not for energy service provision, resulting
in a lower number of EV battery cycles.

4.2. Benefits of EV participation in spinning reserve provision with
respect to power system energy mix

Although the results in the previous chapter provide an insight
into benefits of integrating EV for provision of various services,
their behaviour is highly dictated by flexibility of the existing
power plants in the power systems energy mix. For this reason,
additional analyses will be provided focusing on EVs and RESs
(WPP) interaction for different energy mix systems.

Following on the results from the previous section, the focus
will by only on G2V-NR and G2V-YR charging modes.
Figs. 9, 11 and 13 display power system’s savings caused by EV’s
reserve provision capabilities. The Y axis shows ‘‘savings’’ calcu-
lated as the difference of TSC for a system where EVs can provide

Fig. 5. Total system cost and emissions for CoInTh system.

Fig. 6. Total system cost and emissions for LoInTh system.
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Fig. 7. LoInFl system results.
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reserve to the one where they cannot. In addition, Figs. 10 and 12
display wind curtailment decrease as the results of EV’s additional
capability to provide reserve services. The analyses are shown for
seven different cases of EVs and WPPs penetration ranging from
0% to 60% in 10% step increase. It provides the analyses for three
different scenarios: Inflexible Thermal (InTh), Flexible Thermal
(FlTh) and Hydro-Thermal (HyTh) system. Each systems energy
mix and belonging characteristics are elaborated next to the
results.

First two figures correspond to the InTh system which was anal-
ysed in the previous section. When there is no wind or in scenarios
when wind penetration is low (<20%), higher EVs penetration
results in larger savings. New flexibility introduced by EVs reserve

provision capabilities is ‘‘relaxing’’ coal reserve constraints and
they can ramp up and down more freely; in other words EVs flex-
ibility has been mitigated to coal units. Still, the mentioned savings
are relatively small compared to TSC. Higher wind penetration
(>30%) shows different TSC savings behaviour. It can be easily
noticed that for different wind penetration percentage there is an
‘‘optimal’’ EVs percentage when savings are the highest. It can be
seen that those optimal points are placed in areas of low EVs pen-
etration, e.g. for 40% WPP optimal EVs penetration level is 10%.
When more WPP is included optimal points move to higher EVs
penetration levels, e.g. for 60% WPP optimal EVs penetration level
is 30%. More WPP means more wind curtailment and EV’s capabil-
ity to provide reserve is no longer used just for substituting coal

Fig. 8. Wind curtailment for LoInTh system.

Fig. 9. System savings for InTh system.

Fig. 10. Wind curtailment for InTh system.

Fig. 11. System savings for FlTh system.

Fig. 12. Wind curtailment for FlTh system.

Fig. 13. System savings for HyTh system.
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power plants role in reserve scheduling, rather for decreasing wind
curtailment. This can be easily seen in Fig. 10 where wind curtail-
ment is reduced as EV share increases. It should be noted that the
algorithm does not penalize wind curtailment, as in some publica-
tions [9], in order to give more realistic results.

The second analyses focus on a more flexible system still dom-
inated by thermal power plants, the FlTh system. The size of the
system, in terms of demand, is the same to make the results com-
parable. In addition, compared to InTh system, FlTh system has less
nuclear and coal units and relies more gas turbine power plants, as
shown in Table 2. The first thing that can be noticed comparing
Figs. 11 and 13, is that TSC savings are much lower in FlTh system.
Highest saving for InTh is 1.14 billion € (this accounts for 23.1% to
TSC in InTh), while for FlTh this value is 0.56 billion € (for compar-
ison, this is 9.5% of the TSC for FlTh). Similar case is with wind cur-
tailment in Figs. 10 and 12. Highest wind curtailment reduction for
InTh system is 58.83 TW h (85%), while in FlTh it is 19.4 TW h
(80%), which clearly shows how InTh gains more by new flexibility
providers, EV. For the more flexible system, FlTh, wind curtailment
occurs only for 50% or more WPP. FlTh, due to its higher flexibility,
can utilize most of integrated WPP even without EV and their
reserve capabilities. When there is no wind or wind penetration
is low (<20%), higher EVs penetration causes higher TSC savings
(savings are again expressed as scenarios when EV can provide
reserve services to that where they cannot) for the same reason
as in InFl system. For 40–50% of WPP share, higher values of TSC
savings happen for very low and very high EVs penetration. TSC
savings for highest WPP share analysed, 60%, are very similar to
50% WPP share in InTh system.

The third analyses discuss flexibility enhancement by EVs
reserve provision in highly flexible hydro-thermal power system
(HyTh). The share of thermal and hydro units in this system is
about the same and covers 50% of total installed power capacities.
Due to flexible hydro power plants (RoR hydro power plants are
modelled to have accumulation of few hours while CHPP can have
accumulation of 2 days) and pump-storage power plants (mod-
elled with upper reservoir accumulation of 2.5 days and lower
reservoir accumulation of 1 day) WPP is fully exploited even for
high WPP penetration levels (60%), meaning wind curtailment for
all analysed cases is zero. Highest saving for this system is
6.41 mill. € (0.5% of the TSC for HyTh system) and is significantly
lower when compared to savings in first two cases. In Fig. 13 it
can be seen that no uniform conclusion in terms of savings exist
as it was the case in previous two analyses. High inherited flexibil-
ity of hydro units and new flexibility enhancement of EVs ensure
sufficient low-price reserve provision even without EVs reserve
provision. Irregularity in gained savings (Fig. 13) occurs since
reserve provision from both hydro and EVs have similar benefits
to system; none or very small additional cost occurs when reserve
is provided either from hydro or EVs.

5. Concluding remarks

The results and analyses presented in the paper clearly show EV
uncontrolled charging should be rigorously avoided as it creates
additional costs and increases emissions compared to the systems
where there is no EV. On the other hand it can be clearly seen how
controlled charging strategies, even without discharging and/or
reserve provision capabilities, decrease overall system cost and
wind curtailment and, at the same time, increase the EPS’s capability
to integrate variable and uncertain sources. Additional discharging
and reserve capabilities further improve EPS operations and further
reduces overall system cost and wind curtailment. A key finding of
the paper is that EV capability to provide spinning reserve intro-
duces additional flexibility to EPS displacing high cost and emission
units. An interesting results can be noticed for G2V mode (charging
only) with the capability to provide reserve, when compared to V2G
mode (both charging and discharging capability) without option to
participate in reserve services. The first option outperforms the sec-
ond one, and its performance is comparable to that of V2G with
capability to provide both reserve and energy services.

The savings gained, both in terms of cost and CO2 emissions, are
a result of shifting the scheduling of energy and spinning reserve
services from coal and gas power plants to EV. By doing this, the
fossil fuel based power plants are either turned off or are operating
closer to their optimal operating points, unlike in the scenarios
when they have the task to alleviate issues caused by variable
and uncertain wind generation.

The paper additionally contributes by clearly recognizing EVs
contribution to flexibility for different power systems energy
mix. While these benefits are rather high for inflexible systems,
such as the one of UK, both in terms of operational cost, environ-
mental benefits and reduced wind curtailment, they are signifi-
cantly lower for already flexible systems. From the results it can
be clearly seen that low flexible systems would benefit greatly
from EV participation in both energy and reserve services, with
the TSC reduction of 23.1% and wind curtailment reduction of
80%, while for already highly flexible systems these savings are
almost negligible and are below 1% of total system cost.
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Appendix A

See Tables 3 and 4.

Table 3
Thermal units parameters.

Technology Pmin

(MW)
El1

(MW)
El2

(MW)
Pmax

(MW)
Cnl ($/h) Cin1

($/MW h)
Cin2

($/MW h)
Cin3

($/MW h)
Cst ($) Csh ($) Tup (h)

Nuclear 400 400 400 400 260.865 12.093 12.663 13.233 750 75 16
Coal 140 210 280 350 199.435 17.0805 17.3955 17.7105 450 45 8
CCGT 68.9 111.6 154.3 197 359.485 35.3535 35.6865 36.0195 300 30 5
OCGT 4 9.3 14.7 20 176.925 56.937 57.1545 57.3735 46 4.6 0.5

Tdn (h) Vup

(MW/h)
Vdn

(MW/h)
P0 (MW) N0 RHOup RHOdn Fiup (MW) Fidn

(MW)
Emiss.
(kgCO2/MW h)

Start emiss. rate
(kgCO2)

Nuclear 10 50.5 100 12,000 30 0.5 0.5 40 40 0 0
Coal 5 70 120 10,500 30 0.4 0.4 35 35 925 25,000
CCGT 4 55 99 0 0 0.6 0.6 19.7 19.7 394 8000
OCGT 0.5 30.5 70 0 0 0.7 0.7 2 2 600 3000
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Table 4
Hydro units parameters.

Techn. Pmin (MW) Pmax (MW) Hmin (m) Hmax (m) Qmin (m3/s) Qmax (m3/s) V0 (m3) Vk (m3) etah kv Tak (d) Cnl Cin

Run-of-river 10 60 0 100 15 60 2.16E+05 8.64E+05 0.9 1 0.167 20 1
CHPP 100 250 0 238 50 120 5.25E+06 2.10E+07 0.9 1 2.025 200 1.5

Pgmin (MW) Pgmax (MW) Hgmi (m) Hgma (m) Qgmin (m3/s) Qgmax (m3/s) V0up (m3) Vkup (m3) etag kv Takup (d)

PS 33 275 0 519 0 60 0 12,650,000 0.9 0.99 2.44020062

Cnl Cin Ppmi (MW) Ppma (MW) Hpmin Hpmax Qpmin Qpmax V0dn (m3) Vkdn (m3)

PS 200 1.5 35 140 0 519 0 40 84,000 3,500,000
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a b s t r a c t

The paper presents a unit commitment model, based on mixed integer linear programming, capable of
assessing the impact of electric vehicles (EV) on provision of ancillary services in power systems with
high share of renewable energy sources (RES). The analyses show how role of different conventional units
changes with integration of variable and uncertain RES and how introducing a flexible sources on the
demand side, in this case EV, impact the traditional provision of spinning/contingency reserve services.
In addition, technical constraints of conventional units, such as nuclear, gas or coal, limit the inherit flex-
ibility of the system which results in curtailing clean renewable sources and inefficient operation.
Following on that, sensitivity analyses of operational cost and wind curtailment shows which techno-
economic constraints impact the flexibility of the high RES systems the most and how integration of more
flexible units or decommission of conventional nuclear, coal and gas driven power plants would impact
the system’s operation. Finally, two different wind generation polices (wind penalization and wind tur-
bines as reserve providers) have been analysed in terms of operational flexibility through different stages
of conventional unit’s decommission and compared with the same analyses when EV were used as
reserve providers.

� 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Emerging integration of so called low carbon technologies (LCT),
which are considered to be the essential link in creation of sustain-
able energy future, redefines operation and planning concepts of
traditional energy systems. As the environmental goals of reducing
CO2 emissions drive the energy regulatory frameworks toward ‘‘all
electric” systems by stimulating electrification of heat and trans-
port, power system operators face the challenge of planning and
operating increasingly variable and uncertain power systems [1].
While electric vehicles (EV) and, potentially, electrified heating
(EH) act as sources of the variability and uncertainty from the

demand side [2] integration of renewable energy sources addition-
ally contributes to this from the supply side [3]. To alleviate the
uncertain and variable nature of renewable energy sources (RES)
new sources of flexibility become of critical value. Number of stud-
ies address the integration of different energy storage technologies
(ES) [4–6] or demand response programs (DR) [7,8], but they rarely
address the impact on power system operation planning and
scheduling and how their integration impacts the existing genera-
tion units role in the system.

The capability of EV to participate in provision of energy arbi-
trage, ancillary services, as well as on their impact on distribution
and transmission grid has gained much attention in recent litera-
ture. The authors in [9] proposed a multi-objective optimization
model assessing the impact of EV on distribution grid, clearly
showing how controlled charging in regards to uncontrolled brings
benefits to daily distribution gird operation in multiple technical
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and economic aspects. Similar to [9], the authors in [10] provides
detail analyses of EV grid impacts and suggest DSO grid investment
to support EV integration in order to better manage daily grid oper-
ations. Stochasticity of EV connection to the grid has been studied
in [11] by optimization model updating if unexpected EV discon-
nections occur. Aggregating multiple EV units in a single market
participant, so called virtual power plant, and coordinating their
operation with different renewable and conventional generation
units for future energy scheduling is proposed in [12]. Combined
effects of high RES and EV integration is also analysed in [13] with
different EV types and charging strategies emphasizing mutual
benefits in scenarios with higher wind penetration. Improved uti-
lization of wind and solar power, through flexible coordinated
charging of EV has been discussed in [14] along with sensitivity
analyses of different input parameters. Using EV as frequency con-
trollers is proposed in [15] where it has been shown that EV can
help utilize more variable RES by provision of frequency control.
Automatic generation control (AGC) requirements are rapidly
increasing with the uptake of RES, therefore, paper [16] proposes
coordinated EV and battery storage frequency regulation support-
ing todays conventional frequency regulation providers. A novel s

tochastic–probabilistic energy and reserve market clearing scheme
is proposed in [17], modelling plug-in vehicles (PEV) though a new
market subject, a PEV aggregators. A bi-level optimization algo-
rithm based on multiagent systems and dynamic game theory
was developed in [18], modelling the oligopoly energy and reserve
market. Authors in [19] use both EV and EH to improve efficiency
of system and to allow higher integration of RES. Benefits of intel-
ligent control of EV is researched in [20], where focus is put on ana-
lysing if EV can be used to substitute cross border capacities.
Interesting review of EV technology’s benefits and impediments
can be found in [21–23]. As it can be seen from the above the topic
of EV has been in focus in recent years, analysing its pros and cons
from different perspectives, jointly concluding capability of EV to
act as a provider of new flexibility will be one of key factors in
determining the share of variable renewable sources in future
power systems. However, it needs to be mentioned that none of
the papers above elaborates how behaviour of conventional units
changes taking into account both energy and reserve unit
commitment plans. This paper provides a comprehensive analysis
of EV as provider of spinning reserve services in future low carbon
systems.

Nomenclature

Decision variables
pg TP
t;i thermal units generation

pg HP
t;i hydro units generation

pg PS
t;i pump storage generation/pumping

pp PS
t;i pump storage pumping

pg WP
t pcurt WP

t wind power generation, wind power curtailment

pc EV
t;i ; pd EV

t;i electric vehicles slow charging/discharging
pf EV
t;i electric vehicles fast charging

f up TP
t;i ; f dn TP

t;i , rup TP
t;i , rdn TP

t;i thermal units primary(f)/secondary(r)
up/down reserve provision

f up HP
t;i ; f dn HP

t;i , rup HP
t;i , rdn HP

t;i hydro units primary(f)/secondary(r)
up/down reserve provision

f up PS
t;i ; f dn PS

t;i , rup PS
t;i , rdn PS

t;i pump storage primary(f)/secondary(r)
up/down reserve provision

f up EV
t;i ; f dn EV

t;i , rup EV
t;i , rdn EV

t;i electric vehicles primary(f)/secondary
(r) up/down reserve provision

f up WP
t ; rup WP

t wind turbines primary(f)/secondary(r) up reserve
provision

qup TP
t;i thermal units tertiary up reserve provision

c TP
t;i total thermal power plant cost

c HP
t;i total hydro power plant cost

ccurt WP
t wind power curtailment cost

Input parameters
Pd
t power demand

Fupt primary up reserve requirements

Fdnt primary down reserve requirements

Rup
t secondary up reserve requirements

Rdn
t secondary down reserve requirements

Qup
t tertiary up reserve requirements

P WP
t potential wind power generation

PFcurt WP penalty factor for wind power curtailment

REV 0:5h
t ; REV 4h

t secondary and tertiary reserve requirements in-
crease caused by uncontrolled EVs charging

rslð0:5hÞ EV
t ; rslð4hÞ EV

t EVs uncontrolled charging standard devia-
tion for secondary and tertiary reserve

rð0:5hÞ WP
t ; rð4hÞ WP

t wind power standard deviation for secondary
and tertiary reserve

Input parameters
Ni TP number of thermal technology types
Ni HP number of hydro technology types
Ni PS number of pump storage technology types
Ni EV number of electric vehicles types
rd power demand standard deviation
Pgmax the largest online unit in power system
Dt time period (0.5 h) for energy calculation
S0 EV
i energy conserved in (all) EVs in time step zero

Abbreviations
CCGT combined cycle gas turbine
HPP hydro power plant
EPS electric power system
ES energy storage
EV electric vehicle
G2V grid-to-vehicle
HP hydro power
LCT low carbon technologies
MILP mixed integer linear programing
NPP nuclear power plants
OCGT open cycle gas turbine
PS pump storage
RES renewable energy sources
TP thermal power
TSC total system cost
TSE total system emissions
UC unit commitment
V2G vehicle-to-grid
WPP wind power plant
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A number of models have been proposed for simulation of
power system operation, in order to assess the power system oper-
ational flexibility. These mathematical models, called unit commit-
ment schedules (UC), are most commonly based on Lagrangian
relaxation [24] or more currently on mixed integer linear program-
ing (MILP) [25], also modelling variability and uncertainty of both
demand and supply by including stochasticity of wind, demand
and market prices [26–28]. The model presented in this paper is
based on a technique of clustering similar units, for example gas,
coal and nuclear; this approach has been shown to significantly
increase the computational speed of simulations [29–31] without
losing on the accuracy of the results. Similar approach, simulating
impact of EV integration on multiple interconnected systems can
be found in [32,33]. The presented model is a continuation of work
presented in [34] where the authors focus on how integration of
controllable electric vehicle charging impacts the provision of sec-
ondary reserve services for various power systems with regards to
the energy mix. In this paper, however, the focus is on three differ-
ent analyses:

� Flexibility contribution of LCT technologies (EV, ES and DR) through
both energy and reserve services: LCT technologies contribute to
flexibility of future power systems characterized by high share
of renewable sources. The results of the model clearly show
how roles of traditional generation units in providing multiple
services (energy and multiple reserve services) change with
the integration of these technologies, specifically focusing on
the role of EV.

� Impact of traditional units decommission on future power system:
With respect to the above, the model demonstrates how
decommission of traditional units impacts the flexibility of the
future power system. In particular, this part focuses on redistri-
bution between traditional and LCT sources for provision of
energy and reserve services.

� Comparison of LCT technologies and different wind policies as flex-
ibility providers: The last aspect of the paper focuses on single
week power system operation with respect to the above decom-
mission scenarios, analysing different wind power plant (WPP)
policies. In particular it focuses on the system operation in cases
of: (a) penalized wind curtailment and (b) using WPP as sec-
ondary reserve providers.

The above issues are, up to a certain point, a research topic in a
number of papers, see for example [35], however with several very
important differences. In [36,37] the authors define the flexibility
through minimum stable generation (MSG) of the power system
as metric critical for integration of large scale wind. In [36] a metric
is proposed for defining the amount of wind that can integrated
without curtailment, however it focuses only on the value of
MSG, neglecting the ramping and other relevant technical con-
straints such as minimum up and down times of units being sched-
uled. In addition, neither of the papers elaborates on the
mathematical models used to study the flexibility or elaborates
on multiple services assigned/scheduled to particular units. A
number of papers [38–40] propose pathways for achieving high
RES integration, however they are not based on mathematical
modelling nor do they focus on provision of flexibility services
from specific technologies. On the other hand, [41,42] model pro-
vision of multiple services but do not focus on flexibility and inte-
gration of RES rather on reliability aspects of power system
operation and reduction of CO2 emissions. In [43,44] the authors
propose a rolling UC for planning of future power systems. The
focus of the work is on technical and economic constraints of the

Fig. 1. Demand and wind profiles for a period of one week.

Table 1
Input values and constraints of fossil fuel driven generation units.

Technology Pmin (MW) El1 (MW) El2 (MW) Pmax (MW) Cnl ($/h) Cin1 ($/MW h) Cin2 ($/MW h) Cin3 ($/MW h) Cst ($) Csh ($) Tup (h)

Nuclear 400 400 400 400 260.86 12.093 12.663 13.233 750 75 16
Coal 140 210 280 350 199.43 17.0805 17.3955 17.7105 450 45 8
CCGT 68.9 111.6 154.3 197 359.48 35.3535 35.6865 36.0195 300 30 5
OCGT 4 9.3 14.7 20 176.92 56.937 57.1545 57.3735 46 4.6 0.5

Tdn (h) Vup

(MW/h)
Vdn

(MW/h)
P0 (MW) N0 RHOup RHOdn Fiup

(MW)
Fidn (MW) Emiss.

(kgCO2/MW h)
Start emiss. rate
(kgCO2)

Nuclear 10 50.5 100 12.000 30 0.5 0.5 40 40 0 0
Coal 5 70 120 10.500 30 0.4 0.4 35 35 925 25.000
CCGT 4 55 99 0 0 0.6 0.6 19.7 19.7 394 8000
OCGT 0.5 30.5 70 0 0 0.7 0.7 2 2 600 3000

Table 2
Input values and constraints of EV.

Input parameter Personal
vehicle

Pmin (kW) 0.2
Pmax (kW) 2
Smin (kW h) 4
Smax (kW h) 20
Sminc (kW h) 20
gc, gd 0.95
Pfmax (kW) 50

Range (km) Short 20
Medium 40
Long 80

Consumed energy per trip (kW h) Short 4
Medium 8
Long 16

Percentage of EVs type and range in total number
of EVs

Short 82%
Medium 10%
Long 8%
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system for future wind scenarios. With respect to that they pro-
pose a flexibility metric for planning high RES system energy
mix, taking into account MSG and ramping constraints of existing
and new units. Similar idea can be found in [45] where the author
analyses impact of relaxing UC constraints on the accuracy of the
results in UC scheduling. Neither of these two papers considers
EV nor their contribution to the flexibility services in integration
of RES. Finally, in [46] the authors evaluate impact of electric vehi-
cles on future energy portfolio. The impact of coordinated charging
of electric vehicles is assessed for multiple countries where EV are
controlled in order to increase the flexibility by providing energy
arbitrage. None of the multiple reserve services are specifically
considered.

The MILP model of UC presented in this paper is unified in terms
that it allows the above mentioned analyses for different energy
mix power systems, ranging from low flexible nuclear dominated
power system, such as the one in UK, to highly flexible hydro dom-
inated power system, similar to the one in Croatia. It models mul-
tiple reserve services, primary, secondary and tertiary, as in
[47,48], and focuses on the impact integration of EV will have on
the role of existing units in future high RES scenarios.

The paper is organized as follows: In Section 2 detailed explana-
tion of the MILP model of multiple service UC is given. Modelling of
EV is based on mobility patterns and considers different vehicles
sizes and batteries on board of the vehicles. Although EV can be

scheduled for provision of multiple services, in Section 3 an analy-
sis of spinning reserves is given through different scenarios of wind
and EV penetration. Section 4 further analyses the flexibility of the
system in the presence of EV and wind, analysing how different
decommission stages impact system’s flexibility. Section 5
observes system operation through one week and changes due to
decommission for different wind turbines policies (penalizing
wind curtailment and using wind as reserve provider). Finally, Sec-
tion 6 provides conclusions and guidelines for future work.

2. Multiple service unit commitment (MSUC) modelling

The presented model is similar to the one presented by the
authors in [34], however for easier understanding it will be again
elaborated in the following section.

The objective function driving the power system operation is
minimization of the operational costs from all units providing
energy and reserve services to the system, as shown in (1). The
objective function models all operational costs of thermal (start-
up, shut-down, fuel, O&M, greenhouse gas emissions) and hydro
(O&M) units, linearizing fuel consumption curve of thermal power
plants as in [49,50].

minimizeCOST ¼
XNt
t¼1

XNi TP

i¼1

c TP
t;i

� �
þ

XNi HP

i¼1

c HP
t;i

� �" #
ð1Þ

Fig. 2. Energy service scheduling in different wind and EV scenarios.
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Electricity equilibrium has to be maintained in all simulation
periods, meaning that the total generation from all units in the sys-
tem has to be equal to the total demand as shown in Eq. (2). Left
side of the equation summarizes the production of all generation
units considered; conventional units (since the model is unified,
these can be thermal – pg_TP, hydro – pg_HP, generation from hydro
pump storage unit – pg_PS), RESs (wind – pg_WP), storage (in this
paper pump storage pumping – pp_PS; is considered as storage
technology) with added EVs discharging (pd_EV), charging (pc_EV)
and fast charging (pf_EV). The right side of the equation models
electric demand (Pd). For the case of UK power system, taken as
an example of low flexible power system driven by thermal power
plants, demand and wind profiles are shown in Fig. 1 [51]. Addi-
tional data about UK power system used can be found in [52].

XNi TP

i¼1

pg TP
t;i

� �
þ

XNi HP

i¼1

pg HP
t;i

� �
þ

XNi PS

i¼1

pg PS
t;i � pp PS

t;i

� �

þ pg WP
t �

XNi EV

i¼1

pd EV
t;i � pc EV

t;i � pf EV
t;i

� �
¼ Pd

t ð2Þ

The reserve requirements of the system are modelled by
(3)–(7). Multiple reserve services are modelled; primary up reserve
(fup), primary down reserve (fdn), secondary up reserve (rup), sec-
ondary reserve down (rdn), tertiary up reserve (qup). The primary
reserve can be provided by all units, as shown in (3) and (4),

however technical limitations of the power plants usually mean
that power plants participate with about 10% in the primary fre-
quency provision. Modelling primary frequency response is based
on the model in [53]. Primary reserve value that needs to be
reserved for the size of the system simulated, both up and down,
is set to 1.9 GW as in [51,53].

Secondary reserve can again be provided by all units in the sys-
tem, conventional and EV. Although EV could also participate in
tertiary reserve, due to their capability of reacting to fast system
changes, they are considered only for spinning reserve service pro-
vision (primary and secondary reserve).

XNi TP

i¼1

f up TP
t;i þ

XNi HP

i¼1

f up HP
t;i þ

XNi PS

i¼1

f up PS
t;i þ

XNi EV

i¼1

f up EV
t;i P Fup

t ð3Þ

XNi TP

i¼1

f dn TP
t;i þ

XNi HP

i¼1

f dn HP
t;i þ

XNi PS

i¼1

f dn PS
t;i þ

XNi EV

i¼1

f dn EV
t;i P Fdn

t ð4Þ

XNi TP

i¼1

rup TP
t;i þ

XNi HP

i¼1

rup HP
t;i þ

XNi PS

i¼1

rup PS
t;i þ

XNi EV

i¼1

rup EV
t;i P Rup

t ð5Þ

XNi TP

i¼1

rdn TP
t;i þ

XNi HP

i¼1

rdn HP
t;i þ

XNi PS

i¼1

rdn PS
t;i þ

XNi EV

i¼1

rdn EV
t;i P Rdn

t ð6Þ

Fig. 3. Results of scheduling primary frequency reserve service in different wind and EV scenarios.
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XNi TP

i¼1

qup TP
t;i P Qup

t ð7Þ

Secondary and tertiary reserve values are defined as time vec-
tors depending on the electrical demand (taking into account vari-
ability of demand through standard deviations of load forecast rd),
wind power production (taking into account uncertainty and vari-
ability of wind generation modelled as standard deviation of wind
forecast r(0.5h)_WP and r(4h)_WP) and EV’s as well as the outage of
the largest generating unit Pgmax. Uncontrollable charging of EV’s
results in increase of the secondary and tertiary reserve require-
ments. This is modelled as a fixed value, describing uncertain nat-
ure of EV arrival and battery SOC through parameters REV_0.5h and
REV_4h. In this paper only controlled (G2V and V2G) charging is
observed so parameters REV_0.5h and REV_4h are equal to zero. It
should be noticed that both upward and downward reserve have
been modelled. Modelling of secondary and tertiary reserve is sim-
ilar to that in [44] and described by (8)–(12):

REV 0:5h
t ¼

XNi EV

i¼1

3:5 � rslð0:5hÞ EV
t � Pmax EV

i �
Xt �CUCH EV
i þ1ð Þ

s¼t

Narr EV
s;i

0
@

1
A ð8Þ

REV 4h
t ¼

XNi EV

i¼1

3:5 � rslð4hÞ EV
t � Pmax EV

i �
Xt �CUCH EV
i þ1ð Þ

s¼t

Narr EV
s;i

0
@

1
A ð9Þ

Rup
t ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð3�rd �Pd

t Þ
2þ 3:5�rð0:5hÞ WP

t �P WP
t

� �2
þðREV 0:5h

t Þ2
r

þPgmax ð10Þ

Rdn
t ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð3 � rd � Pd

t Þ
2 þ 3:5 � rð0:5hÞ WP

t � P WP
t

� �2
þ REV 0:5h

t

� �2
r

ð11Þ

Qup
t ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð3 � rd � Pd

t Þ
2 þ 3:5 � rð4hÞ WP

t � P WP
t

� �2
þ REV 4h

t

� �2
r
þ Pgmax ð12Þ

As mentioned in the introduction, similar approach to mod-
elling can be applied to both energy storage systems and demand
side technologies, such as electrified heating (EH). In general, both
EV and EH can be modelled as variable capacity energy storage
providing both energy arbitrage and reserve provision. While EV
energy storage capacity depends on driving behaviour and EV
charging mode, variable capacity energy storage of EH depends
on heat demand of the consumers, capacity and size of heat stor-
ages (if it exists) and the comfort required by the final consumer.
In this context, energy consumed by EV for driving between two
adjacent periods is analogue to energy consumed by EH for heating
(with the difference of efficiency factors, which are of course differ-
ent). Although the main idea can appear the same, there are several
important differences defining the availability and the amount of
different system services. However, the logic used in the above

Fig. 4. Results of scheduling secondary frequency reserve service in different wind and EV scenarios.
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EV model can be applied to the electrified heating flexibility provi-
sion analyses by adjusting specific constraints and input
parameters.

Modelling technical limitation of fossil fuel based power plants
is taken from recent publications [54–56] where thermal units are
subjected to the following constraints: power generation con-
straints (piece-wise linear cost curve), minimum up and down
times, ramping constraints, reserve provision constraints (primary,
secondary and tertiary), greenhouse gas emissions (included as
additional cost in objective function). In addition, hydro power
plants are modelled similar to the models in [57,58]. Details on
input parameters of power plants is given in Table 1.

Mathematical models of all possible EV operational regimes are
shown in [34] where 6 different concepts are presented, depending
on controllability of EV and number of services these units provide.
In this paper only a description of selected operating regimes used
in the simulations is provided for understanding specific charging/
discharging concept. In this paper only controllable charging is
considered where EV provide multiple services (energy and
reserve). This controllable charging can be G2V (vehicles are ‘‘only”
controllably charged) or V2G (vehicles can be controllably dis-
charged, injecting electricity back to the system and providing
additional value). Once again, only 2 out of 6 EV regimes are
selected for the purpose of simulations in the following Sections:

� Controlled Grid-to-Vehicle charging with possibility to provide
reserve, both upward (additional electricity for charging) and
downward reserve (not charging EV) – G2V.

� Controlled Vehicle-to-Grid charging with possibility to provide
reserve, both upward (additional electricity for charging) and
downward reserve (discharging EV) – V2G.

Input values and constraints for EV modelling are given in
Table 2.

Wind power plants as variable renewable source are modelled
with following equation, where right side corresponds to maximal
wind power at particular moment and left side is composed of
actual wind power produced and wind power curtailed.

pg WP
t þ pcurt WP

t ¼ P WP
t ð13Þ

3. Weekly operational analyses

To define how the role of specific unit changes in systems with
high wind penetration, weekly analyses of the system operation
are run for several relevant scenarios. The focus is put on provision
of energy as well as primary and secondary reserve, including par-
ticipation of EVs in all these services. Two scenarios are further
analysed for 3 different EV cases, one with no wind integrated in
the system and one where installed wind power is 20% of total
power demand:

– No electric vehicles integrated.
– G2V scenario: Electric vehicles can only be charged, meaning
they act as controllable loads providing both energy and
upward and downward reserve services.

Fig. 5. Power plant decommission analysis in power system with 20% wind energy.
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– V2G scenario: Electric vehicles can be both controllably charged
and discharged providing both energy and upward and down-
ward reserve services.

Fig. 2 shows the results of power system dispatch for a period of
one week, in particular which units provide energy service over 6
analysed cases. The layout of the figure enables comparing both
the impact of wind integration and the impact of EV flexibility
on provision of multiple services.

Looking at the first two scenarios, where EVs are not included in
provision of flexibility services (first ‘‘row” of Fig. 2), it can be seen
that the current system is not flexible enough and, to maintain the
security of supply, wind is curtailed. Alongside wind curtailment,
changes in coal and gas thermal plants behaviour can be noticed
when wind takes part in providing energy. The most expensive
gas turbines are shut down and their former production is now
substituted by wind. Wind integration reduces operating periods
of gas power plants to only two cases: when demand is high and
wind is low (insufficient generation requires starting up of CCGT
units) and when demand is low and wind production is high.
Already in G2V mode wind curtailment is eliminated (as can be
seen in second row of Fig. 2). In G2Vmode EV charging is uniformly
distributed (both in case with wind and without wind) since EVs
are used for reserve provision. On the other hand, in V2G mode
and no wind, EVs takes on the role of fast responding units cover-
ing daily peak demand.

Fig. 3 shows the provision of primary frequency response (PFR)
for all of the above 6 scenarios. It should be noted that integration
of wind does not directly affect the amount of primary reserve
required, however due to different dispatching of the conventional
units which provide secondary and tertiary reserve service, provi-

sion of PFR is assigned to the different units. Since EV have, due to
their technical characteristics, the capability to respond to fast
changes, the role of providing PFR switches from classical thermal
units (coal and CCGT) to electric vehicles with the integration of EV
and wind, in particular in cases where they can be controllably
charged and discharged (V2G case). This mitigation of PFR service
means more efficient thermal units operation and reduction of
expensive units’ start-ups (e.g. CCGT, see Table 2), resulting in
lower system operational cost.

Provision of secondary frequency reserve service (SFR) from
specific units, is shown in Fig. 4, for all the above described scenar-
ios of wind and flexible EV integration. Similar to PFR, EV take over
the role in providing SFR from expensive CCGT units and, in case
where they can provide additional flexibility by discharging, coal
units.

To summarize; by integrating wind, gas driven units are ini-
tially substituted by that of coal. Gas units are taking the role of
standing reserve, since they are the most expensive ones, and,
since primary and secondary reserve needs to be provided by spin-
ning units, coal units take on the role of providing PFR and SFR.
Furthermore, in case when EVs have the capability to both charge
and discharge (V2G regime) they cover over 95% of PFR and SFR
needs in the systemwhile conventional units solely provide energy
and tertiary reserve service.

4. Impact of different units in future flexible power systems

Integration of renewable energy sources are often put in the
context of replacing conventional units such as high carbon inten-
sity coal and low flexible nuclear power plants. Several strategies

Fig. 6. Power plant decommission analysis in power system with 40% wind energy.
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even suggest that these units should be decommissioned and that
RES and LCT will take on their role in the power system. However,
very little research has been done on how such actions reflect on
total system operational cost and system’s flexibility. In this paper
insufficient flexibility is expressed as the curtailed wind energy. In
the following Section a detailed analysis is provided answering
these questions.

Governments worldwide made a decision to decommission or
to rely less on nuclear energy, particularly after the Fukushima
incident in 2011. In addition, national greenhouse gas goals sug-
gest shutting down coal power plants. The main idea of this Sec-
tion is to analyse how decommissioning of conventional low
flexible power plants, in case coal and nuclear, reflects on system
operational cost and wind curtailment. It has been shown in
Fig. 2 that nuclear power plants serve as base load units and are
not scheduled for provision of reserve services nor for load follow-
ing. Although NPP have the flexibility to ramp and respond to vari-
ability of the system, they are, for security reasons, operated either
on their maximum power, at their minimum stable generation
point (MSG) or they are offline. It should be noted that once NPP
is shut down it takes between 24 and 48 hours to start it back
again; each NPP start-up is expensive and these actions are thus
avoided if possible. Although a bit more flexible, coal power plants,

once shut down, cannot be put online for the next 4–6 h (depend-
ing on the level of shut down; hot, warm or cold).

Fig. 5 shows the results and the effects of decommissioning coal
and NPP for the same scenarios as in the previous Section. A gen-
eral conclusion can be made that, by decommissioning either coal
or NPP, curtailment of wind is reduced and total systems opera-
tional cost increases. Although the last statement might seem a
bit contradictory, decommissioning of low flexible units in fact
reflects in changing the role of conventional units. In fact, with
the decommission of inflexible units (coal and NPP) highly flexible,
but expensive, gas units (CCGT and OCGT) take on the role of
energy provision and due to their higher flexibility they are capable
to follow fast wind power generation alternations. Since wind cur-
tailment is decreased (due to the increase in systems flexibility)
and more ‘‘free” wind power is supplied to the customers, the total
systems operational cost should decrease. However, the higher
cost result should not be observed only through the shift of energy
being provided from wind and gas instead of coal and NPP, but also
through different scheduling of spinning reserve. As the number of
NPP and coal units decreases this consequently results in less avail-
able coal base power plants for providing reserve services. This
‘‘void” is in particularly noticeable in reserve up provision, where
gas units take the role of reserve provider.

Fig. 7. Power plant decommission analysis in power system with 20% wind energy and curtailment penalty.
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As in previous scenarios, integration of controllable EV charging
results in significant wind curtailment reduction (300 times lower
than without EV). The most significant change in scenarios with
flexibility provided from G2V is in reserve down provision, which
is now completely provided by controllable EV for all analysed
decommission scenarios. Additional provision of flexibility by
deploying V2G capability is manifested through lower total opera-
tional cost than in previous scenarios; the role of other units
remain the same.

The same analyses are conducted for an even larger penetration
of wind, doubling the share of wind power to 40%, and the results
are shown in Fig. 6.

By decommissioning low flexible NPP and coal the curtailed
wind energy is significantly reduced, which directly impacts the
operational cost. Gas turbines are, similarly as in previous Section,
used for load following and peak covering (mainly CCGT units) as
well as during periods when reserve cannot be entirely provided
by operating coal power plants (in those cases fast responding
OCGT units start up).

Integration of controllable EV additionally reduces wind curtail-
ment by a margin of 1000. In addition, similar as in 20% wind sce-
nario, operational cost increases when non flexible units are
decommissioned. High wind penetration changes operational
regime of coal power plants by increasing their number of start-

up times and forcing them to more frequently ramp in both direc-
tions, which leads to lower efficiency of these units.

A general conclusion can be made that by decommissioning
NPP and coal units the system flexibility increases, completely
eliminating wind curtailment. However, and this in particular is
valid for NPP, decommissioning the low cost base load units means
that more expensive gas driven units take on the role of providing
both energy and reserve services, cycling and increasing the num-
ber of their start-ups. This in turn results in total operational cost
increase.

5. Wind power plants as flexibility providers

In previous Sections wind curtailment is regarded as an indica-
tor of insufficiently flexible system and it has not been not penal-
ized, similar to the model in [35]. The literature proposes two
approaches: penalizing wind curtailment and not penalizing, each
with its pros and cons. On one hand high cost assigned to wind
energy not utilized creates large operational cost spikes and indi-
cates inflexibility, however it sets the operating points of power
plants to unlikely states (in reality, wind generation would be cur-
tailed if this favoured the security and economy of the system
operation). On the other hand, avoiding to penalize wind not used

Fig. 8. Results of scheduling primary frequency reserve service in different wind and EV scenarios (with wind turbines reserve provision).
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might result in overestimating the share of wind being curtailed in
low flexible systems as the one analysed in this paper.

A lot of research has been done over past few years in order to
reduce or even eradicate wind curtailment [59–63]. Following this
research the focus of the Section will be on two most likely roles
wind power plants will have in the future: (i) wind curtailment
as an indicator of inflexibility and penalized as in [64] and (ii) wind
used for upward reserve provision as in [65]. For the first approach
a new variable is added to the objective function, ctcurt_WP, which
denotes curtailed wind energy at every moment; this energy is
multiplied with penalty factor (PFcurt_WP = 46.7 €/MW h). New
objective function, including new curtailment cost function, is rep-
resented with Eqs. (14) and (15), respectively.

minimizeCOST ¼
XNt
t¼1

XNi TP

i¼1

c TP
t;i

� �
þ

XNi HP

i¼1

c HP
t;i

� �
þ ccurt WP

t

" #
ð14Þ

ccurt WP
t ¼ pcurt WP

t � Dt � PFcurt WP ð15Þ
As mentioned above, the second approach considers the case

when wind power plants are providers of flexibility, participating
in primary and secondary up reserve. In this sense, Eqs. (3), (4)

and (13) are replaced with (16), (17) and (18) respectively, intro-
ducing new variables fup_WP (upward primary frequency response
provided by wind power plants) and rup_WP (upward secondary
reserve provided by wind power plants).
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t ð17Þ

pg WP
t þ pcurt WP

t þ f up WP
t þ rup WP

t ¼ P WP
t ð18Þ

The goal of this study is to understand the decommissioning
effect with different wind policies for both cases with and without
EV. Fig. 7 shows how introducing wind curtailment penalty factor
reflects on previously analysed scenarios of decommissioning of
NPP and coal power plants. In the initial scenario with no EV,
shown in first row of Fig. 7, by reducing the installed power of
low flexible units - total system operational cost reduces, unlike
the previous analyses shown in Fig. 5. With the introduction of
wind power curtailment penalty factor (PF) the amount of wind

Fig. 9. Results of scheduling secondary frequency reserve service in different wind and EV scenarios (with wind turbines reserve provision).
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energy curtailed is reduced by more than 50%. However, at the
same time total system operational cost increases by more than
12% compared to the case shown in Fig. 5. This suggests that mon-
etary gains due to lower curtailed wind are higher than cost
increase due to the usage of more expensive conventional units
(in this case of gas units). In the remaining cases, with EV inte-
grated, no noticeable changes in power system operation are visi-
ble – introduction of PF does not impact cost and curtailment
trends in power systems with high wind and EV penetration. The
results for the systems with 40% wind share are similar to the sce-
narios of 20% wind share or no PF introduced.

Although wind curtailment can, to a certain extent, be consid-
ered as an ‘‘emergency flexibility” service provision, an interesting
concept is presented by authors in [65], where they explain in
details how upward reserve provision from wind turbines can
decrease both wind curtailment and total system cost. As wind is
used for up reserve provision in high wind periods it decreases
both required reserve and reserve provided by conventional power
plants thus allowing more efficient operation of those conventional
units. Conventional units run closer to their optimal points and
their intra-day cycling is reduced.

In order to better elaborate on the changes in system scheduling
with wind turbines as reserve providers, weekly analyses, similar

to those shown in Figs. 2–4 are again shown here in Fig. 8 (for
scheduling provision of primary reserve) and Fig. 9 (for scheduling
of secondary reserve). Again, three different EV charging regimes
are considered, NO EV, G2V and V2G, for wind penetration levels
20% (left column of Figs. 8 and 9) and 40% (right column of Figs. 8
and 9). New variableWPtotal is referring to wind reserve provision.
The energy service diagram is omitted because of the succinctness
of the paper.

In the initial case, with no EV, both primary and secondary
reserve are scheduled differently when reserve can be provided
by wind turbines. In the reference case whenever power system
(due to its technical constraints) could not use wind for power gen-
eration there was significant amount of wind curtailed. Here, sur-
plus of the available wind power is used for primary and secondary
reserve provision. In general, it means that expensive gas turbines
have significantly fewer start up times in order to provide energy
of reserve services. Still, during some critical periods (for example
from 13 to 16 h) when there is not enough wind, gas turbines are
started up from cold state to provide needed energy and reserve
services. In case where wind energy can meet 40% of total demand,
these ‘‘critical periods” are eliminated; the need for gas turbines, in
particularly expensive start-up of gas units, is eliminated since
more wind entails more curtailment which leaves more space for

Fig. 10. Power plant decommission analysis in power system with 20% wind energy and possibility of wind upward reserve provision – graphical results.
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wind energy provision and, more importantly, reserve provision.
More wind reserve provision also means relaxed and more efficient
operation of coal units.

Introduction of EV by G2V mode brings new changes to the
reserve scheduling problem. With 20% of wind penetration almost
all wind reserve provision is shifted to EV; EV take over reserve
provision enabling higher wind utilization for provision of energy.
In general, periods when reserve is not provided by conventional
units can be regarded as systems inflexible points, when any kind
of new flexibility provider is welcome just to hold of starting up or
shutting down inflexible units from the cold state. In V2G mode EV
provide both primary and secondary reserve in 20% and 40% wind
penetration scenarios.

Similar to previous analyses, Fig. 10 offers a detailed perspective
on how different stages of decommissioning NPP and coal impacts
total system cost and wind curtailment, this time considering wind
power plants as additional flexibility provider (providing primary
and secondary upward reserve). Initial scenario, not considering
EV, shows decrease in both total system operational cost and wind
curtailed (when compared to the reference case in Fig. 5).

Introduction of EV brings new flexibility to power system miti-
gating provision of flexibility services from wind turbines to EV.
Total system cost increases similar as in the reference case, while
flexible EVs entirely eliminate wind curtailment.

To conclude the Section the following conclusions can be made:

(i) Case 1: Wind curtailment penalized:
� Wind curtailment penalty factor increases total system

cost and sets operating points of other power plants to
non-realistic states.

� Decommission of low flexible units in such system, with-
out EV, decreases total system cost. While scheduling
more expensive gas units to take on the role of nuclear
and coal results in operating cost increase, this is still less
than decrease due to lower wind energy curtailed.
However, a similar conclusion is valid as for the above
point – due to ‘‘forcing” of wind usage the remaining
units operating points are not reflecting the realistic state
resulting higher ramping and more cycling of the units.

� When EV are included (both G2V and V2G mode) PF does
not affect power system operation since EV provide
enough flexibility and there is no wind curtailment.

(ii) Case 2: Wind turbines provide upward primary and sec-
ondary reserve:
� In scenarios not considering EV, wind is used for primary

and secondary reserve provision instead of gas turbines.
The higher wind penetration is, the lower system
requirement for gas turbine services is.

� Usage of wind for reserve provision decreases total sys-
tem cost and wind curtailment.

� Low flexible unit decommissioning in such system (with-
out EV) increases total system cost and decreases wind
curtailment in the same manner as in reference case
(Section 4).

� When EV are included (both G2V and V2G mode) wind
turbines are not preferred as reserve providers any more
since EV introduce enough flexibility.

� When EV are included (both G2V and V2G mode) while
decommissioning total system cost increases similar to
the reference case.

6. Conclusion

The paper presents a mathematical model of power system
operation capable of analysing systems flexibility and the impact
of integrating renewable energy and flexible low carbon technolo-

gies, in this case EV. The model captures all technical characteris-
tics and constraints of power system components, modelling
different types of EV and different aspects of controllable charg-
ing/discharging where EV can provide multiple system services.
In low flexible power systems, and usually highly carbon intensive,
integration of controllable EVs has a positive effect on all aspects of
power system operation, ranging from reduced operational cost,
lower curtailed wind energy to lower carbon emissions due to
more efficient operation of conventional units. Their capability to
respond to fast changes following systems variability and uncer-
tainty means they take over the role that is traditionally assigned
to coal and gas power plants in providing of PFR and SFR, resulting
in lower operational cost and CO2 emissions. Another aspect,
reflecting more planning than operation aspect of future low car-
bon systems, is addressed in the paper by showing the effect of
decommissioning coal and nuclear power plants in systems with
high share of wind power plants and flexible EV. The results clearly
show that, although the system in general becomes more flexible
by lowering systems MSG and increasing its ramping capability,
the positive effects of reduced wind curtailment is followed by
increase in systems operational cost. This occurs due to increased
utilization of gas units, their cycling behaviour and high start-up
costs. Third aspect involves different wind policies: penalization
of wind curtailment and wind upward reserve provision. If no EV
are present in the system as a source of flexibility, penalizing wind
curtailment has a negative effect on power system operational
cost, increasing it by 12%, even though curtailment is decreased
by 50%. However, under this policy, decommission of low flexible
units affects the system positively reducing both flexibility indica-
tor values: total system cost and wind curtailment. On the other
hand, in cases when EV are included, wasted wind penalization
does not affect systems operation; neither in the reference case
nor in other stages of decommission. Wind upward reserve provi-
sion causes decrease in cost and curtailment when no EVs are
included, however, in scenarios with EV, provision of flexibility ser-
vices from wind does not provide any additional benefits to power
system operation.
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Abstract—Increasing variability and uncertainty coming from
both sides of the power system equilibrium equation, such as wind
energy on the generation side and increasing share of new con-
sumers such as electric vehicles on the demand side, entail higher
reserve requirements. While traditional approaches of assigning
conventional generation units to maintain system stability can in-
crease operational costs, greenhouse gas emissions, or give sig-
nals for new investments, utilizing intelligent control of distributed
sources might mitigate those negative effects. This can be achieved
by controllable charging of domestic electric vehicles. On the other
hand, increasing number of public charging stations gives final
users the opportunity to fast charge, making their vehicles an ad-
ditional source of uncertainty rather than a provider of flexibility.
This paper brings a full system assessment of combined effect of
slow home charging of electric vehicles together with fast charging
stations (both with and without integrated energy storage systems),
cast as mixed integer linear programming unit commitment model.
The contributions of this paper look into optimal periods when fast
charging is beneficial for the system operation, as well as assess the
benefits of integrating battery storage into fast charging stations
to mitigate the negative effects to power system operation.

Index Terms—Ancillary services, battery storage system, elec-
tric vehicles (EVs), fast charging stations (FCS), power system
flexibility, reserve provision.

NOMENCLATURE

Abbreviations

CPD Conventional power demand.
EPS Electrical power system.
ESS Energy storage system.
EV Electric vehicles.
FCS Fast charging stations.
G2V Grid to vehicle.
G2S Grid to station.
HPP Hydropower plants.
PRP Primary reserve provision.
RES Renewable energy sources.
S2G Station to grid.
SEV Slow electric vehicle (charging).
SOC State-of-charge.
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SRP Secondary reserve provision.
TPP Thermal power plants.
TSC Total system cost.
TSE Total system emissions.
UFC Uncontrolled fast charging.
USC Uncontrolled slow charging.
V2G Vehicle to grid.
V2S Vehicle to station.
WPC Wind power curtailment.
WPP Wind power plants.

I. INTRODUCTION

FOSSIL fuel depletion and increasing environmental aware-
ness are pushing modern societies to change their modus

operandi by reducing nonrenewable energy consumption. Cur-
rently, more than 80% of total energy supply in the world relays
on fossil fuels, where electricity generation and transportation
systems are the biggest consumers [1]. Transition to nonfossil
fuel driven economy is, therefore, seen through integration of
renewable energy sources (RES) and society’s willingness to ac-
cept lifestyle revisions such as transportation behavior changes.
Although variable RES are a key factor in building environ-
mentally efficient electrical power system (EPS), they introduce
new challenges to traditional EPS operation. Variability and
uncertainty of their primary source (wind speed, solar radia-
tion) force conventional units to operate in nonoptimal operating
points with higher number of intraday cycles. Additionally, in-
tegration of RES increases reserve requirements, which leads to
higher total operational costs and emissions [2]. To fully exploit
the benefits of RES, future power systems need to be flexible
enough to cope with generation variations. Flexibility of EPS
can be defined as the competence of EPS to balance power sup-
ply and demand through minimum cost provision of different
services on multiple time scales. This capability of EPS is tra-
ditionally provided by conventional units and constrained by
their technical characteristics. Nowadays, the focus is shifting
to new concepts and technologies [3], [4] to provide required
flexibility. A number of papers have been published analyzing
the flexibility potential of energy storage systems (ESS) [5], [6],
demand response [7], microgrids [8], multigeneration [9], EPS
interconnection [10], and electric vehicles (EV).

This paper provides a comprehensive analysis of EV integra-
tion, focusing on mitigating negative effects of uncontrollable
EV charging, in particular that of fast charging stations (FCS).
Poorly designed EV charging infrastructure and management
can generate new sources of imbalances and magnify system’s
flexibility requirements. The paper models EV behavior con-
sidering multiservice EPS with focus on a longer time scales
(week, year) and different conditions/scenarios. The novelty of

1937-9234 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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the proposed approach is in modeling simultaneously both ef-
fects of slow, controllable charging and uncertain and variable
FCS (not shown before). Similar analyses could be done for
other demand response technologies, but due to the specific re-
quirements of EV and succinctness of the paper, they are omitted
from consideration. Specifically, this paper analyses how FCS
impact the system operation and looks into different aspects of
(non)coincidence of RES production and FCS operation. With
this in mind, integrating ESS into FCS could mitigate larger
reserve requirements of uncontrollable FCS but also act as an
additional service provider.

It should be mentioned that analyzes in this paper do not at-
tempt to provide a full economic benefits assessment of ESS
integration (by incorporating their investment costs) and cost
benefit analyses of such implementation, only operational as-
pects and benefits are the focus.

II. LITERATURE REVIEW AND RELEVANT CONTRIBUTIONS

The concept of smart EV integration is, in recently published
literature, usually seen through coordinated operation of EV and
RES [11], [12], mitigation of variable and stochastic RES im-
pact on the system operation [13], or through EV grid impacts
[14], [15]. In the case where unit commitment of the entire sys-
tem is considered, including the impact of EV on the provision
of different services and, in particular, ancillary services as one
of critical aspects of low carbon power system, FCS are ne-
glected and their potentially negative impacts are not included
in the modeling [16], [17]. To the authors’ best knowledge,
FCS have been analyzed only focusing on impacts on technical
distribution grid constraints [18], [19] or included in models
developed for distribution network planning, siting, and sizing
[20], [21]. Additionally, FCS have been considered in the ag-
gregators business concepts, maximizing revenues and defining
business models for large FCS deployment [22], [23].

Potential of EV participation in ancillary services provision
is discussed in [24] where authors conclude that providing neg-
ative secondary control is economically most beneficial for EV.
In [25] and [26], EV aggregator model is proposed for partici-
pation in energy and reserve markets. Coordinated, aggregated
participation of EV (slow charging) and battery storage stations
along with conventional units in automatic frequency regula-
tion is proposed in [27]. A new model for primary frequency
control assessment is proposed in [28]. It was shown that PEVs
can effectively improve system’s frequency response following
a disturbance. Another paper, [29], proposes EV as frequency
controllers with goal to utilize more wind power. Papers listed in
this paragraph describe the potential of EVs to provide ancillary
services, however they do not consider the whole EPS operation
nor the impact of both flexible slow or fast charging of EVs.

Stochastic optimization method has been developed in [30]
for wind balancing using EV. Stochasticity of EV gri connection
(unexpected EV interruptions) is modeled in [31]. Faria et al.
[32] analyze EV charging impact on daily load diagram as well
as detailed impact on local emissions of various particles. De-
tailed forecast tool for EV demand is provided in [33]; the
presented model is very useful for both generation and demand
side management of EV. Research in [34] provides stochastic
UC MILP model used for study on slow charging EV impact on
EPS flexibility under different charging patterns.

Work in [35] proposes day-ahead hourly unit commitment
model in a power system composed of large-scale generators

and aggregated EV. The model described in this paper is a short-
term dispatch model and observes only slow charging of EVs
without considering the need for ancillary services. Shortt and
O’Malley [36] and Ramirez et al. [37] propose interesting long-
term planning models where EV impact on system expansion
has been observed. Mathematical models are very detail, how-
ever EVs are once again modeled only as slow charging without
considering EV participation in ancillary services provision.

None of the papers published focuses on the entire power
systems modeled with all technical and economic constraints,
analyzing both SEV and FSC impacts, and considering both en-
ergy and ancillary services. This paper continues authors’ prior
research in [38] and [39], where detailed analyses of SEV con-
tribution to system flexibility are provided. Mentioned papers
handle only SEV charging as a potential flexibility provider,
whereas model in this paper adds up FCS both as flexibility sink
and source. It is very important to point out that this paper uses
the same input parameters and the same energy balance equa-
tion for both SEV and FCS (all research so far observed only
one of them). Interaction of the two methods can suppress or
enhance the total EV impact. Therefore, the main contributions
of this paper can be defined as follows.

1) Design of multiservice (energy plus reserve provision)
unit commitment model considering technical constraints
and forecasts of conventional units, RES and EVs, cast as
mixed integer linear program.

2) EVs are, for the first time, mathematically described as
both slow charging (at home) and fast charging (at FCS)
in the same model using the same driving patterns and the
same fleet’s SOC equation.

3) Assessment of combined slow and fast EV charging im-
pact on EPS flexibility through different charging modes.

4) Finding the “optimal time window” for FCS charging with
regards to SEV charging and other technical constraints.

5) Optimal SEV and FCS charging strategy selection in re-
gards to EPS flexibility.

6) Defining the role of integrated ESS as a technology to
mitigate the negative effects of FCS integration and as
additional contributor to systems flexibility.

III. PROBLEM FORMULATION

Described model captures techno-economic aspects of large-
scale thermal and hydro generators, wind generators, conven-
tional demand, and EVs. Even though the entire EPS is modeled,
contributions of this paper are in EVs modeling. Therefore, only
EV’s (both SEV and FCS in Sections III-C, III-D, and III-E) for-
mulations are explained. Details of the remaining mathematical
formulations (Sections III-A and III-B) are for the most part
omitted. Only the most relevant equations are provided. Readers
are encouraged to find related papers where additional informa-
tion can be found.

A. Electric Power System Model

EPS is based on power generation-demand balance (1) and re-
serve provision-requirements balance (2)–(6). Considered EPS
with service provision of different entities is illustrated in Fig. 1.
Generation side, left side of (1), consists of the following.

1) Conventional units.
a) Thermal power plants (TPP)—denoted as pgT P :

i) nuclear power plants;
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Fig. 1. Structure of observed EPS.

ii) coal fueled power plants;
iii) combined cycle gas turbines;
iv) open cycle gas turbines.

b) Hydropower plants (HPP)—denoted as pg_HP:
i) run-of-river;

ii) conventional HPP;
iii) pump storage—denoted as pp_PS.

2) Renewable energy sources.
a) Variable renewable energy:

i) wind power plants (WPP)—denoted as pg_WP.
On the other hand, the right side of (1) consists of the
following.

3) Conventional power demand (CPD)—denoted as Pd.
4) Electric vehicles:1

a) slow EV (SEV) charging (pc_EV) and dis. (pd_EV);
b) FCS charging (pc_FCS) and discharging (pd_FCS).2

Ni TP∑

i=1

(
pg TP

t,i

)
+

Ni HP∑

i=1

(
pg HP

t,i

)

+

Ni PS∑

i=1

(
pg PS

t,i − pp PS
t,i

)
+ pg WP

t

= Pd
t +

∫
N i EV∑

i=1

(
pc EV

t,i − pd EV
t,i

)
+

Ni FCS∑

i=1

×
(
pc FCS

t,i − pd FCS
t,i

)
. (1)

Ancillary services are the supporting services provided to
EPS to enable continuous and stable flow of electricity from
producer to consumer. Even though the term is used to refer to
variety of operations, in this paper it refers to spinning reserve
provision only. Reserve provision-requirements equations are
defined for five different services as follows:

1) primary reserve up (2) and down (3);

1In mathematical expressions, SEVs charging and discharging is denoted as
EV in the superscript not SEV.

2It should be noted that, with no additional storage, FCS do not actually
provide V2G service and pd_FCS variable takes the value of zero.

2) secondary reserve up (4) and down (5); and
3) tertiary reserve up (6).

Ni TP∑

i=1

fup TP
t,i +

Ni HP∑

i=1

fup HP
t,i +

Ni EV∑

i=1

fup EV
t,i

+

Ni FCS∑

i=1

fup FCS
t,i ≥ Fup

t (2)

Ni TP∑

i=1

fdn TP
t,i +

Ni HP∑

i=1

fdn HP
t,i +

Ni EV∑

i=1

fdn EV
t,i

+

Ni FCS∑

i=1

fdn FCS
t,i ≥ Fdn

t (3)

Ni TP∑

i=1

rup TP
t,i +

Ni HP∑

i=1

rup HP
t,i +

Ni EV∑

i=1

rup EV
t,i

+

Ni FCS∑

i=1

rup FCS
t,i ≥ Rup

t (4)

Ni TP∑

i=1

rdn TP
t,i +

Ni HP∑

i=1

rdn HP
t,i +

Ni EV∑

i=1

rdn EV
t,i

+
Ni FCS∑

i=1

rdn FCS
t,i ≥ Rdn

t (5)

Ni TP∑

i=1

qup TP
t,i ≥ Qup

t . (6)

The left side of equations (2)–(6)3 models all technologies
capable of providing specific reserve (variables), while right
side is calculated in advance and refers to deterministic reserve
requirements (input time vectors).

Primary reserve requirements are usually fixed values defined
by the loss of the largest generator in the system (or the largest
loss of load), while secondary and tertiary reserve require-
ments depend on demand, wind, and EV forecasts (both SEV
and FCS charging), shown in (7)–(11). R0,5h EV

t /R0,5h FCS
t

represent SEV/FCS share in secondary reserve requirements,
while R4h EV

t /R4h FCS
t represent their share in tertiary re-

serve. Please note that deterministic forecasts are used for fu-
ture SEV and FCS power requirements (as well as for CPD
and WPP); therefore, σ represents prediction error or deviation
from the expected forecasted values, thus capturing the uncer-
tainty of forecasts. Further explanations are provided in sections
below.

R0,5h EV
t

=

Ni EV∑

i=1

⎛
⎝3, 5 · σ0,5h EV

t · Pmax EV
i ·

(t−C U C H E V
i +1)∑

τ =t

Narr EV
τ ,i

⎞
⎠

(7)

3In the paper, tertiary reserve requirements are assumed to be provided only
by offline TPPs.
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R0,5h FCS
t =

Ni FCS∑

i=1

⎛
⎜⎜⎝

3, 5 · σ0,5h FCS
t · Pmax FCS

i

3
·

(
Gi

EV − Narr EV
τ ,i

)
· pperf EV

100

⎞
⎟⎟⎠

(8)

Rup
t =Pgmax +

√√√√√
(3· σd · Pd

t )2 +(3, 5· σ
(0,5h) WP
t · P WP

t )2

+
(
R0,5h EV

t

)2

+
(
R0,5h FCS

t

)2

(9)

Rdn
t =

√√√√√√

(
3 · σd · Pd

t

)2
+
(
3, 5 · σ

(0,5h) WP
t · P WP

t

)2

+
(
R0,5h EV

t

)2

+
(
R0,5h FCS

t

)2

(10)

Qup
t =Pgmax +

√√√√√
(
3· σd · Pd

t

)2
+
(
3, 5·σ(4h) WP

t · P WP
t

)2

+
(
R4h EV

t

)2
+
(
R4h FCS

t

)2 .

(11)

Uncontrollable EV charging increases the reserve require-
ments due to uncertainty and variability of their arrival time at
charging points and energy/power requirements; on the other
hand, if EV charging is controlled/dispatchable, they are capa-
ble to provide reserve services. While TPP and HPP are conven-
tional reserve providers, uncertain and variable CPD and WPP
enhance the reserve requirements. Some papers have even con-
sidered WPP as reserve providers [40]. However, in the presence
of flexible demand, such as controllable SEV, it has been shown
that WPP are not preferred reserve providers since such concept
does not fully utilize the renewable energy generation potential
[39]. Additional information about reserve requirements and
modeling can be found in [41].

The objective function of the UC model is the minimiza-
tion of the operational costs, as shown in (12). Thermal unit’s
operational costs (startup, shutdown, fuel, greenhouse gas emis-
sions), as well as those of hydro unit costs (O&M), are included.
Thermal fuel consumption curve is modeled as three segments
piecewise linear function as it is used in the U.S. electricity
markets. For better understanding of the objective function, the
reader is directed to [42]

min COST =
Nt∑

t=1

[
Ni TP∑

i=1

(
c TP
t,i

)
+

Ni HP∑

i=1

(
c HP
t,i

)
]
. (12)

B. Generation Side Model

TPP and HPP models within unit commitment optimization
are most commonly cast as binary problems. In order to improve
computational efficiency of the UC model, TPP and HPP in this
paper are clustered by technology type as in [43].

TPP generation is bounded by the following:
1) power generation constraints (three segment piecewise

linear cost curve);
2) minimum up and down times;
3) ramping constraints;
4) reserve provision constraints;
5) greenhouse gas emission cost function.
HPP generation is subjected to:

Fig. 2. WPP and CPD forecasts and EV’s driving behavior.

1) water balance equation;
2) generation power constraints;
3) reservoir constraints;
4) hydro turbine constraints;
5) spillage constraint;
6) reserve provision constraints.
WPP generation is defined by real historical wind generation

data (it can be seen as maximum wind power generation). Cur-
tailment of WPP generation is allowed (production can be lower
than historical/deterministic data). CPD has also been modeled
as historic data, but it cannot be curtailed (strict constraint). Both
WPP and CPD curves used in this paper are depicted in Fig. 2.

Due to the succinctness of this paper, mathematical formu-
lations of UC operation are omitted from the paper but can be
found in large number of recent publications [44]. Additional
information (such as conventional units’ technical data) can
also be found in previous publications [38], [39]; the UC model
presented in those papers is further expanded in the proposed
contribution as shown in the following sections.

C. EVs Model

Integration of EVs might result in increase of peak power
demand or reserve requirements. On the other hand, availabil-
ity to provide services to the system mostly depends on their
driving/parking/charging curves. This main constraint for EV
charging/discharging is based on real historical driving behavior
curves. The main input parameters, such as the number of
EV arriving to the charging spots (Nt,i

arr EV), number of EV
leaving them (N leav EV

t,i ), and number of EV currently con-

nected to the charging spots (N g EV
t,i ) are derived from the

curves in report [45]. (13) presents energy balance equation
where energy of the entire EV fleet (s EV

t,i ) depends on fleet’s
energy in previous time step (t–1), energy of vehicles arriv-
ing (sarr EV

t,i )/leaving (sleav EV
t,i ) charging spots, energy used

for slow charging (pc EV
t,i ), energy injected back into the grid

in the V2G mode (pd EV
t,i ), and energy used for fast charg-

ing/discharging (sadd FCS
t,i ). (14) and (15) present initial and

final charging conditions. Minimum and maximum capacity of
EV fleet is constrained with (16). (17) and (18) present bound-
aries for EV energy upon arrival and departure from the charging
spot (state of charge of the fleet); Scons EV is energy of one EV
when arriving to the charging spot, Sminc EV is minimum en-
ergy of EV when leaving it, while Srmmax EV is the maximum
battery capacity of one EV

s EV
t,i = s EV

t−1,i + sarr EV
t,i − sleav EV

t,i + pc EV
t,i · ηc EV

i · Δt

− pd EV
t,i /ηd EV

i · Δt + sadd FCS
t,i (13)
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TABLE I
SEV OPERATION MODES

s EV
1,i = S0 EV

i + sarr EV
1,i − sleav EV

1,i + pc EV
1,i · ηc EV

i · Δt

− pd EV
1,i /ηd EV

i Δt + sadd FCS
1,i (14)

s EV
N t,i ≥ S0 EV

i (15)

Ng EV
t,i · Smin EV

i + sarr EV
t,i − sleav EV

t,i + sadd FCS
t,i ≤ s EV

t,i

≤ Ng EV
t,i · Smax EV

i + sarr EV
t,i − sleav EV

t,i + sadd FCS
t,i (16)

Nleav EV
t,i · Sminc EV

i ≤ sleav EV
t,i ≤ Nleav EV

t,i · Smax EV
i (17)

0 ≤ sarr EV
t,i ≤ Narr EV

t,i · Scons EV
i . (18)

As elaborated in previous sections, charging of EVs can be
done in two different ways: 1) SEV charging, denoted with EV
superscript and 2) fast EVs charging denoted with superscript
FCS in all equations. Unified modeling approach shown in the
above equations enables different analyses of these charging
regimes.

D. SEV Charging Model

Slow charging of EVs corresponds to charging at home, in
garage, at workplace, at road curbs, parking lots, etc. These lo-
cations offer charging at lower power rates but require longer
charging times (up to 10 h). However, the impact of SEV charg-
ing on EV battery is less degrading and service should be cheaper
than in the case of FCS. To investigate all possible impacts on
EPS, SEV charging is modeled through six operating modes as
follows (see Table I).

1) Operating mode A: Uncontrolled slow charging (USC;
also in the literature known as dumb, plug-in, passive).
This mode is analyzed in two scenarios: 1) where such
mode has no impact on the reserve requirements (marked
USC-NR), this is the most frequent approach in the avail-
able literature; 2) with impact/increase of the reserve
requirements (marked USC-YR), thus capturing unknown
times of EV arrival/departure and energy/power require-
ments.

2) Operating mode B: Controlled unidirectional EV oper-
ation (G2V, only charging) where EV can provide only
energy and no reserve services (denoted as G2V-NR) and

multiple services, energy, and reserve (denoted as G2V-
YR);

3) Operating mode C: Controlled bidirectional operation of
EV (called V2G) where EV can be both charged and
discharged. Again, the operating mode not only considers
energy arbitrage participation (V2G-NR) but also energy
and reserve provision by EV (V2G-YR).

In USC mode, power demand of EV passively and directly
follows parking behavior of EV. EVs begin their charging imme-
diately after they plug-in and charge until specific level of their
battery’s SOC has been reached. Discharging is not possible
during USC as modeled by (19). CUCH EV

i in (20) corresponds
to time required to fully charge EV at rated power.

pd EV
t,i = 0 (19)

CU C H EV
i = round

{
Smax EV

i − Scons EV
i

Pmax EV
i · Δt · ηc EV

}
. (20)

EVs in USC modes charge within the range of 90–100% of
their rated power, as shown in (21) and (22). (21) presents initial
conditions for time steps 1, . . . ,CUCH EV

i .

N t∑

(τ =N t+t−C U C H E V +1)

(
Narr EV

τ ,i · Pmax EV
i · 0, 9

)

+
t∑

τ =1

(
Narr EV

τ ,i · Pmax EV
i · 0, 9

)
≤ pc EV

t,i

≤
N t∑

(τ =N t+t−C U C H E V +1)

(
Narr EV

τ ,i · Pmax EV
i

)

+

t∑

τ =1

(
Narr EV

τ ,i · Pmax EV
i

)
. (21)

Equation (22) presents EV charging for a period of
CUCH EV

i , . . . , Nt

t∑

(τ =t−C U C H E V +1)

(
Narr EV

τ ,i · Pmax EV
i · 0, 9

)
≤ pc EV

t,i

≤
t∑

(τ =t−C U C H E V +1)

(
Narr EV

τ ,i · Pmax EV
i

)
. (22)

Controlled unidirectional charging (G2V) of operational
mode B is a flexible way of charging, EVs charge according to
signals from the system/market operator, as shown in (24). EV
discharging is not permitted in this mode (23). G2V mode, due
to its controllability, allows primary reserve provision (PRP),
fup_EV and fdn_EV in (27) and (28), and secondary reserve provi-
sion (SRP), rup_EV and rdn_EV in (25) and (26). EV can provide
secondary upward/downward reserve with decease/increase in
their scheduled charging power. PRP is defined in the same
manner, but it considers already allocated SRP

pd EV
t,i = 0 (23)

Pmin EV
i · Ng EV

t,i ≤ pc EV
t,i ≤ Pmax EV

i · Ng EV
t,i (24)

rup EV
t,i ≤ pc EV

t,i (25)
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rdn EV
t,i ≤ Pmax EV

i · Ng EV
t,i − pc EV

t,i (26)

fup EV
t,i ≤ pc EV

t,i − rup EV
t,i (27)

fdn EV
t,i ≤ Pmax EV

i · Ng EV
t,i − pc EV

t,i − rdn EV
t,i . (28)

In operational mode C, controlled bidirectional mode (V2G),
EVs are charged (30) and discharged (31) when they bring
benefits to power system operation. Integer variable xc EV

t,i in
(29) corresponds to the number of EV currently charging, while
(Ng EV

t,i − xc EV
t,i ) corresponds to the number of EV discharging

0 ≤ xc EV
t,i ≤ Ng EV

t,i (29)

Pmin EV
i · xc EV

t,i ≤ pc EV
t,i ≤ Pmax EV

i · xc EV
t,i (30)

Pmin EV
i ·

(
Ng EV

t,i − xc EV
t,i

)
≤ pd EV

t,i ≤ Pmax EV
i

·
(
Ng EV

t,i − xc EV
t,i

)
. (31)

Similar to G2V, bidirectional V2G operational model can
contribute to PRP, modeled as fup EV and fdn EV in (34) and
(35), and SRP, modeled as rup EV and rdn EV in (32) and (33),
respectively. SRP up can be provided by decrease in EV charg-
ing power or by increase in EV discharging power. On the
other side, downward reserve can be provided by EV charging
power increase or discharging power decrease. PRP is defined
in the same manner, but it also takes already allocated SRP into
account

rup EV
t,i ≤ Pmax EV

i ·
(
Ng EV

t,i − xc EV
t,i

)
− pd EV

t,i + pc EV
t,i

− Pmin EV
i · xc EV

t,i (32)

rdn EV
t,i ≤ pd EV

t,i − Pmin EV
i ·

(
Ng EV

t,i − xc EV
t,i

)

+ Pmax EV
i · xc EV

t,i − pc EV
t,i (33)

fup EV
t,i ≤ Pmax EV

i ·
(
Ng EV

t,i − xc EV
t,i

)
− Pd EV

t,i + pc EV
t,i

− Pmin EV
i · xc EV

t,i − rup EV
t,i (34)

fdn EV
t,i ≤ pd EV

t,i − Pmin EV
i ·

(
Ng EV

t,i − xc EV
t,i

)

+ Pmax EV
i · xc EV

t,i − pc EV
t,i − rdn EV

t,i . (35)

E. FCS Model

Integration of FCS is gaining momentum in recent years.
Many distribution system operators, or private investors, are
installing public FCS with high rated power. The main issue
concerning FCS is not their consumed energy throughout day
but their high peak demand. Fast charging service should be
more expensive than SEV regime due to higher impact on grid’s
technical constraints (such as voltage congestions) and peak
generation scheduling. Some recent research suggests that there
are benefits of integrating ESS with FCS; in these conditions,
the service for the final consumer remains fast, while the impact
on the gird and the system is reduced. As mentioned before, this
paper does not attempt to find economic justification for invest-
ments in ESS, it provides an insight in its positive impact on the
system operation. Following on this, this paper considers ESS as
integrated part of FCS, but it can be used or omitted depending

TABLE II
FCS OPERATION MODES

on the services and scenarios analyzed. FCS is modeled by six
potential operating modes (see Table II)

1) Operating mode D: Uncontrolled fast charging (UFC)
without reserve requirements impact (UFC-NR) and in-
creasing the reserve requirements (UFC-YR). The expla-
nations are similar to the mode A of SEV, however the
potential impact on requirements is much higher.

2) Operating mode E: Controlled unidirectional grid-to-
station mode (called G2S, where fast charging is con-
ducted by using ESS as a buffer to mitigate large power
requirements). Again, two cases are analyzed: 1) FCS with
reserve provision capability in G2S-YR scenario (capa-
bility of ESS to provide reserve services); and 2) without
reserve provision capability in G2S-NR;

3) Operating mode F: Controlled bidirectional station-to-
grid operation (called S2G, where FCS use ESS as in-
terface with the grid, reducing the charging/discharging
impact). Similar to the first two, this operating mode is
analyzed for concepts when ESS can provide only energy
arbitrage (S2G-NR) and energy arbitrage and reserve ser-
vices (S2G-YR).

Modeling of FCS needs to be observed through three stages:
1) availability and the number of EV to be charged by FCS; 2)
modeling ESS as a potential buffer of FCS and grid/system (if
used); and 3) operating mode (both uncontrollable and control-
lable through integrated ESS).

EV fast charging requirements are modeled with (36) and
(37). In (36), the minimum expected fast charging power is
defined, as expected percentage of on-road fast charging EV.
It is modeled using pperf EV

t , which can either be a constant
value or a decision variable (when used in the scenarios for
determining the optimal fast charging time window) as modeled
in (37). Opposite to SEV charging, where upper boundary for
EV charging power is defined by the number of EVs parked,
the requirements for EV to be fast charged are defined by the
number of on-road EV (G EV

i − Ng EV
t,i )

pf EV
t,i ≥ pperf EV

t · Pfmax EV
i ·

(
G EV

i − Ng EV
t,i

)
(36)

Pperfmin EV
i ≤ pperf EV

t ≤ Pperfmax EV
i . (37)
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Additionally, optional constraint for optimal fast charging is
modeled by (38) where fast charging during a particular period
(of length Np ) is defined by a minimum percentage of total EV
energy demand (Penf EV), meaning that a certain percentage of
EV must be fast charged. This needs to be satisfied during peri-
ods k, ensuring minimum customer satisfaction if fast charging
is allowed only during “optimal” periods in the day

Np∗(k+1)∑

T =1+Np∗k

(
pc EV

t,i · ηc EV
i · Δt

−pd EV
t,i · ηd EV

i · Δt + st,i
add FCS

)
· Penf EV

≤
N p∗(k+1)∑

T =1+Np∗k

(
st,i

add FCS
)
. (38)

If EV can be charged by fast chargers, the decision vari-
able sadd FCS

t,i , in (13) and (14), contributes to total EV energy
demand. The energy and the time of use of fast charging is de-
fined with the duration of EV travel time T dur EV

i , modeling the
connection between FCS requirements and energy of EV bat-
tery. (39) presents initial conditions and is valid for time steps
1, . . . , arr EV

i . (40) defines additional energy for FCS in the
remaining time steps

st,i
add FCS ≤ ηi

f EV · pf EV
(N t+t−T d u r E V

i ),i
· Δt (39)

st,i
add FCS ≤ ηi

f EV · pf EV
(t−T d u r E V

i ),i
· Δt. (40)

(41)–(44) model storage (ESS) integrated in FCS. Integrated
ESS prevents large power spikes in peak demand periods. From
the system/grid point of view storage provides energy arbitrage
and acts as a flexibility provider, while on the EV side it pro-
vides fast charging and thus satisfies customers’ requirements
for fast service. Equation (41) presents energy balance equation
for FCS with ESS. c FCS

t,i is the current state of charge of ESS.
It is equal to energy in previous (t–1) state c FCS

t−1,i plus energy
“fast charged” to EV, pf EV

t,i , and energy exchanged by ESS and
the system/grid expressed through ESS charging (pc FCS

t,i ) and
discharging (pd FCS

t,i )

Ni FCS∑

i=1

ct,i
FCS ≤

Ni FCS∑

i=1

ct−1,i
FCS · ki

loss FCS

−
Ni FCS∑

i=1

pt,i
f FCS/ηi

fc EV · Δt

+

Ni FCS∑

i=1

pt,i
c FCS · ηi

c FCS · Δt

−
Ni FCS∑

i=1

pt,i
d FCS/ηi

d FCS · Δt. (41)

Equations (42) and (43) present initial and final conditions of
ESS FSC

Ni FCS∑

i=1

c1,i
FCS ≤

Ni FCS∑

i=1

Ci
0 FCS · ki

loss FCS

−
Ni FCS∑

i=1

p1,i
f FCS/ηi

fc EV · Δt

+

Ni FCS∑

i=1

p1,i
c FCS · ηi

c FCS∗Δt

−
Ni FCS∑

i=1

p1,i
d FCS/ηi

d FCS · Δt (42)

cN t,i
FCS ≥ Ci

0 FCS · G FCS
i (43)

FCS energy storage boundaries are defined as

Ci
min FCS · G FCS

i ≤ ct,i
FCS ≤ Ci

max FCS · G FCS
i . (44)

In UFC mode, EVs are directly connected to grid (there is no
ESS). Power for EV fast charging (pf_FCS) is equal to the power
withdrawn from the grid/system (pc_FCS), shown in (45). If there
is no ESS, the EV have no capability of discharging, as shown by
(46). This operating mode depends only on EV driving/charging
behavior; thus, it becomes an uncontrollable stochastic value.
The impact of such charging regime on reserve requirements
can only be negative, i.e., it increases reserve requirements as
modeled in (8)–(11)

pt,i
c FCS = pt,i

f FCS (45)

pt,i
d FCS = 0. (46)

On the other hand, controlled unidirectional fast charging
mode (G2S) requires ESS integration into FCS to alleviate un-
predictable and variable behavior of EV fast charging demand.
FCS are again used as platform for EV fast charging but EVs are
not directly connected to the grid. The ESS acts as a mediator
and charges during periods when it brings benefits to the EPS
(47). By doing so, it allows EV to fast charge whenever they
prefer, maintaining EV owners’ comfort. Reserve modeling is
similar as in SEV reserve provision and shown by (48)–(51)

Pi
min FCS · G FCS

i ≤ pt,i
c FCS ≤ Pi

max FCS · G FCS
i (47)

rup FCS
t,i ≤ pc FCS

t,i (48)

rdn FCS
t,i ≤ Pmax FCS

i · G FCS
i − pc FCS

t,i (49)

fup FCS
t,i ≤ pc FCS

t,i − rup FCS
t,i (50)

fdn FCS
t,i ≤ Pmax FCS

i · G FCS
i − pc FCS

t,i − rdn FCS
t,i .

(51)

Controlled bidirectional fast charging mode (S2G) is sim-
ilar to G2S mode, modeled with (52), adding the exception
of FCS discharging as in (53). Integer variable xc FCS

t,i corre-
sponds to the number of FCS currently charging, while ex-
pression (G FCS

i − xc EV
t,i ) corresponds to the number of FCS

currently discharging. Reserves are modeled in the same manner
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Fig. 3. EV types.

as SEV reserve provision

Pi
min FCS · xc FCS

t,i ≤ pt,i
c FCS ≤ Pi

max FCS · xc FCS
t,i (52)

Pi
min FCS · (G FCS

i − xc FCS
t,i ) ≤ pt,i

d FCS

≤ Pi
max FCS · (G FCS

i − xc FCS
t,i ). (53)

IV. CASE STUDIES

The value of the proposed model will be shown using two
case studies. The first analysis attempts to find an optimal time
window for EV fast charging. The goal of these simulations is
to analyze if an optimal charging time for fast charging of EV,
without integrated ESS, exists.

In the second part, the analyses focus on determining the
impact of fast charging EV on power systems flexibility. In
these analyses, the flexibility will be evaluated through three
flexibility metrics: total system cost (TSC), total system emis-
sions (TSE), and wind power curtailment (WPC). General idea
behind those three metrics is as follows: If flexibility of the sys-
tem is decreasing then conventional system components work in
nonoptimal operating points and have higher number of startups,
consequently it means higher TSC and TSE. Lower flexibility
also means the degraded capability of integrating wind power
(WPC increases).

A. Simulation Parameters

Considered energy mix is similar to U.K. power system en-
ergy mix [38]. Vehicles driving behavior is taken from [45] and
it has been used for calculation of number of vehicles arriving
and leaving the charging stations (same as in [38]). Three dif-
ferent EV battery capacities and trip lengths have been modeled
along with their different shares in total EV fleet, forming nine
EV types (see Fig. 3). EV-type shares are calculated combining
percentages of particular trip length (last row in Table III, com-
ing from [45]) and future projections of EV types share in total
EV fleet (highest priority row in Fig. 3, obtained from [46]). En-
ergy conserved at the end of the trip is calculated using battery
capacity, travel length, and average consumption.

The remaining EV technical characteristics are gathered from
different publications and they are displayed in Table III (e.g.,
EV slow charging power used is 3.7 kW—IEC 61851 one phase
ac connection, and fast charging power is 62.5 kW—ChadeMo).
In this paper, EVs are leaving the grid fully charged, Sminc EV =

Smax EV . Initial energy of each EV type (S0 EV
i ) is equal to 60%

of battery capacity of initial on-grid EV.
Three different types/sizes of FCS have been observed as

presented in Table II. Data for particular FCS type are calculated

TABLE III
EV INPUT DATA

TABLE IV
FCS INPUT DATA

Power energy loss

ηc , ηd 0,95
kloss 0,98

FCS type

Small 50
Pmin [kW] Medium 150

Large 500

Small 500
Pm ax [kW] Medium 1500

Large 5000

Small 200
Sm in [kWh] Medium 600

Large 2000

Small 1000
Sm ax [kWh] Medium 3000

Large 10000

Small 50
FCS type share [%] Medium 35

Large 15

Small 10
Max charg. number of EV (#) Medium 30

Large 100

based on the number of EV that can be charged in every time
step at full power (last row in Table IV). The total number of
FCS (Gi

_FCS) considers that all on-road EV can be fast charged
(in other words, if it is “optimal for EPS,” fast charging could be
done without ESS). FCS/ESS capacities are calculated so they
can fully recharge for eight hours at rated power.

The initial U.K. like power system (details are in [38]) energy
mix is around 35% nuclear power plants, 45% coal power plants,
15% combined cycle gas turbines, and 5% open cycle gas tur-
bines. For these analyses, a percentage of 40% WPP integration
is used with peak net demand of around 60 GW. Percentage
of EV integration is expressed as the share of EV in today’s



2890 IEEE SYSTEMS JOURNAL, VOL. 12, NO. 3, SEPTEMBER 2018

TABLE V
OPTIMAL FAST CHARGING TIME WINDOW—FLEXIBILITY INDICATORS FOR UFC CHARGING MODE

Slow charging modes USC-YR G2V-YR

Uncontrolled Fast Charging Scenarios UFC 5% 0–12% 0–12 + 50% E 5% 0–12% 1–12 + 50% E
Total System Cost TSC [%] –0,31 –1,27 –1,04 0,61 0,02 0,22
Total System Emissions TSE [%] –0,06 –0,83 –0,57 –0,55 –0,02 0,25
Wind Power Curtailment WPC [%] 0,87 –9,47 –2,33 0,00 0,00 0,00
Peak Demand Increase PDI [%] –2,68 7,95 1,18 –7,43 0,00 –9,51
Energy supplied through FCS [%] 25,78 38,96 50,03 27,69 2,49 54,23

Fig. 4. Optimal fast charging time window—graphical result.

vehicle fleet in UK. It can be translated to EV maximum power;
for example, total conventional vehicle fleet in U.K. today is
around 30 million cars [47] and replacing 10% of them with
EV increases U.K. peak power demand by 20% (if they all slow
charged at daily peak power).

B. Optimal Fast Charging Time Window

This section will try to discover whether an optimal fast charg-
ing window ever exists, i.e., can the power system ever benefit
from uncontrolled FCS (taking into account flexibility that is
already consumed or brought to EPS by SEV charging). By
allowing different shares of on-road EV to fast charge at each
moment makes fast charging partially controllable but at the
cost of EV drivers comfort. For example, it can be observed as
discounts offered to FCS for charging at specific time (“happy
hours”) in order to change their behavior. On the other hand,
controllable fast charging (G2S and S2G, or FCS with integrated
ESS) provides controlled charging at FCS without any effect on
EV drivers behavior.

Following on this, two SEV operational modes are ana-
lyzed in combination with FCS; USC-YR (operational mode
A, increasing reserve due to uncontrollability, “dumb” charg-
ing), as inflexible operating regime, and G2V-YR, as source of
additional flexibility (operational mode B, providing flexibility
as reserve due to controllable charging).

Each of the two SEV modes is combined with fast charging,
three different UFC scenarios have been simulated as follows.

1) Fixed percentage of on-road EV that are allowed to fast
charge (Ptperf EV = 5%), while the remaining 95% is
using slow charging.

2) A certain percentage of up to 12% of on-road EV can fast
charge (this is modeled by (37), variables Pperfmin EV =
0%, Pperfmax EV = 12%).

3) Variable percentage of EV is fast charged; however, there
is a minimum required energy “assigned” for fast charg-
ing throughout the day (modeled with (37) and (38),
Penf EV = 50%). In this section, 100% vehicles are con-
sidered electric.

Results of the simulations are shown in Table V and Fig. 4
for one-week time horizon. It can be noticed that in case with
predefined fixed number of “dumb” fast charging EV (first col-
umn of Fig. 2), fast charging patterns are very similar for both
SEV charging modes. As expected, such charging behavior re-
sults in peak demand increase, in case of uncontrollable slow
charging, UCH-YR, the power demand increase (PDI) is around
54%, while in controllable slow charging regime, G2V-YR, PDI
increases by 28%. The explanation is rather simple; controllable
SEV charging is alleviating negative effects of FCS by shifting
its charging during the night and using as much wind as possi-
ble during low demand periods (load leveling). This can be seen
in Fig. 4, as slow charging EV curve and fast charging curve
almost never occur at the same time. Comparing peak demands
of the system with the case of only SEV charging (see Table V),
introduction of FCS slightly decreases the peak demand in both
USC-YR (−2.68%) and G2V-YR (−7,43%). On the other hand,
its effect on other flexibility metrics is negligible (operational
cost, greenhouse gas emissions, and wind curtailment). In the
second case (second column of Fig. 4), the algorithm finds
optimal fast charging time windows for fast charging. In case
of uncontrollable slow charging mode, all flexibility metrics
are slightly improved/decreased compared to fixed UFC; TSC,
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TSE around 1%, while WPC is reduced by 9.47%. It is inter-
esting to notice that peak demand increases (by 7.95%). This
happens because the objective function of the algorithm pushes
the minimization of WPC and during the few specific peak de-
mand moments, when there is an excess of wind, fast charging
is deployed (total demand is increased). Since UCH-YR mode
is inflexible, the capability of creating optimal fast charging
windows brings additional flexibility. Fast charging will be a
preferred option in those scenarios, encouraging all EV to fast
charge, and, by doing so, increasing fast charging energy from
26% to 39% (FCS in Table V represents percentage of total
required energy by EV provided through fast charging). It is
interesting to notice that peak demand increases (by 7.95%).
This happens since the objective function pushes the minimiza-
tion of WPC and during the few specific peak demand moments
when there is an excess of wind, fast charging is deployed (total
demand is increased). UCH-YR mode is inflexible SEV charg-
ing mode and optimal fast charging provides new flexibility,
meaning fast charging will be a preferred option in those sce-
narios increasing fast charging energy from 26% to 39% (FCS
in Table V represents percentage of total required energy by EV
provided through fast charging).

Due to high flexibility of the G2V-YR mode, there is no need
for optimal fast charging windows and the end result is that all
EVs have been controllably slow charged. In scenario where
50% of energy is being used for fast charging, both observed
scenarios (third column of Fig. 4) show poorer results as system
has been moved from its optimal point.

As a general conclusion, introduction of fast charging has
minimal effect on defined flexibility metrics when comparing to
flexible and inflexible SEV charging with 0% FCS. Uncontrol-
lable charging, both slow in (USC-YR) and fast (UFC), depends
on driving behavior of EVs and their charging occurs during
peak daytime periods. Since they are both inflexible regimes,
their effect on EPS is similar. On the other hand, G2V-YR in-
corporates high flexibility and can alleviate negative impacts of
inflexible fast charging behavior.

C. Charging Station Impact on System’s Flexibility

To evaluate the impact of fast charging on system’s flexibility,
the following analyses have been considered: 1) uncontrollable
USC-YR with the addition of fixed 5% on-road vehicles fast
charging and 2) controllable G2V-YR with the addition of fixed
5% on-road vehicles fast charging. Since there is a lack of real
data on EV fast charging, we assume these percentages. In both
analyses, six FCS operating modes and two EV shares have been
used: 33% and 67%4 (of total U.K. vehicle’s fleet as EVs). The
results are shown in Figs. 5 and 6, using 0% of fast charging EVs
as base case for comparing (all EVs have been slow charged in
base case).

Analyzing the results for uncontrollable SEV charging (see
Fig. 5), USC-YR mode, it can be noticed that FCS coupled with
ESS as a reserve provider (G2S-YR and S2G-YR) reduces all
flexibility metric values, increasing the power system flexibility.
In case of 67% of EVs, reduction of wind curtailment metric
(WPC) is higher than for 33%, while the operating cost (TSC)
and system emissions (TSE) reduction is lower. This suggests
that larger share of USC-YR impacts EPS flexibility more than it
gains from utilizing G2S and S2G reserve provision. Controlled

4The results for 100% are very similar as for 67%, therefore they are omitted
from the paper.

Fig. 5. FCS impact on EPS flexibility metrics USC-YR.

Fig. 6. FCS impact on EPS flexibility metrics G2V-YR.

fast charging modes without the capability of providing reserve
(G2S-NR and S2G-NR) improves flexibility metrics; however,
this is negligible compared to G2S-YR and S2G-YR modes.
UFC-NR mode does not impact the metrics, while UFC-YR is
the only mode negatively affecting EPS due to its increase in
reserve requirements.

G2V-YR results (see Fig. 6) differ from those of USC-YR
mode. When there is 33% share of EVs, UFC-NR and UFC-
YR negatively impact flexibility metrics, as controllable slow
charging does not provide enough flexibility to alleviate negative
effects of uncontrollable fast charging. For higher EV share,
i.e., 67% (meaning higher G2V-YR flexibility provision), fast
charging impacts are completely mitigated. For 33% EV share,
in all G2S and S2G modes, WPC is decreased. G2S-NR, G2S-
YR, and S2G-NR have negligible effect on TSC and TSE, while
S2G-YR provides far better results. For higher EV shares, all
G2S and S2G modes act as TSC and TSE enhancers. A general
conclusion can be made that unless fast chargers are coupled
with ESS, they will have a negative impact on system operation,
in terms of cost, emissions, and wind usage. Adding ESS to
FCS can create additional benefits to the system operation by
providing ancillary services, reducing the flexibility metrics.

V. CONCLUSION

This paper presents a multiple service unit commitment model
for combined SEV and FCS operation, giving insight into the
operational flexibility issues of integrating EV, respecting all
technical constraints of conventional and low carbon technolo-
gies. A detailed model of EV behavior and their impact on power
system operation, both in passive and active/controllable regime,
demonstrates how increasing number of FCS, as providers of
higher EV user comfort, can have a negative impact on power
system operation; increasing the total operational cost, emis-
sions, and reducing the level of used renewable energy. Even
in cases where a certain percentage of EV can fast charge dur-
ing “optimal” time windows, the negative effects are clearly
visible. Issues arising from EVs integration can be efficiently
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mitigated and can turn into flexibility enhancement if adequate
management plan is implemented. Uncoordinated fast and slow
modes of charging will have severe negative effects on systems
secure operation. If only controllable slow charging is enabled
(for example at home), this could, to a significant level, mitigate
negative effects of fast charging. ESS, as a part of FCS, can
mitigate the negative effects caused by a large number of EVs
being charged at FSC. Those effects are even more emphasized
in case where a certain number of EVs are uncontrollably slow
charged. In this paper, the role of storage is to act as a mediator
between charging spot and power grid, also providing energy
arbitrage and reserve services to the system operator. In gen-
eral, FCS with integrated ESS can provide flexibility to power
system by bidirectional power flow and by ancillary service
provision. This paper revealed that ancillary services provision
is more valuable as flexibility provider than the possibility of
reinjecting the power back to grid.

APPENDIX

A. Decision Variables

pg TP
t,i Thermal units generation.

pg HP
t,i Hydro units generation.

pg PS
t,i , pp PS

t,i Pump storage generation/pumping.

pg WP
t Wind power generation.

pc EV
t,i , pd EV

t,i EV slow charging/discharging.
pc FCS

t,i , pd FCS
t,i FCS charging/discharging.

pf EV
t,i EV fast charging.

fup TP
t,i , fdn TP

t,i , Thermal units primary(f)/secondary(r) up/
rup TP
t,i , rdn TP

t,i down reserve provision.

fup HP
t,i , fdn HP

t,i , Hydro units primary(f)/secondary(r) up/
rup HP
t,i , rdn HP

t,i down reserve provision.

fup PS
t,i , fdn PS

t,i , Pump storage primary(f)/secondary(r) up/
rup PS
t,i , rdn PS

t,i down reserve provision.

fup EV
t,i , fdn EV

t,i , EV primary(f)/secondary(r) up/down re-
rup EV
t,i , rdn EV

t,i serve provision.

fup EV
t,i , fdn EV

t,i , FCS primary(f)/secondary(r) up/down
rup EV
t,i , rdn EV

t,i reserve provision.

qup TP
t,i Thermal units tertiary up reserve provision.

s EV
t,i Total energy in EV fleet of one EV type.

sarr EV
t,i Total energy in cluster of EV arriving to the

grid.
sleav EV

t,i Total energy in a cluster of EV leaving the
grid.

sadd FCS
t,i Additional energy brought to EV fleet due to

fast charging.
pperf EV

t Percentage of fast charging EV.
xc EV

t,i , xc F C S
t,i Number of EV/FCS charging.

psh WP
t Curtailed wind power.

c TP
t,i Total thermal power plant cost.

c HP
t,i Total HPP cost.

ct,i
FCS Energy conserved in FCS/ESS.

B. Input Parameters

Tdur EV
i EV-type trip duration.

Ci
0 FCS Initial SOC of FCS/ESS.

Ci
min FCS , Minimum/maximum capacity of FCS/ESS.

Ci
max FCS

ki
loss FCS Storage efficiency of FCS/ESS.

Pd
t Power demand.

Fup
t Primary up reserve requirements.

Fdn
t Primary down reserve requirements.

Rup
t Secondary up reserve requirements.

Rdn
t Secondary down reserve requirements.

Qup
t Tertiary up reserve requirements.

P WP
t Potential wind power generation.

REV 0,5h
t , Secondary/tertiary reserve requirements in-

REV 4h
t crease caused by uncontrolled EV charging.

RFCS 0,5h
t , Secondary/tertiary reserve requirements in-

RFCS 4h
t crease caused by uncontrolled FCS charging.

σ
sl(0,5h) EV
t , EV USC charging standard deviation for

σ
sl(4h) EV
t secondary/tertiary reserve.

σ
sl(0,5h) FCS
t , FCS uncontrolled charging standard devia-

σ
sl(4h) FCS
t tion for secondary/tertiary reserve.

σ
(0,5h) WP
t , Wind power standard deviation for sec-

σ
(4h) WP
t ondary/tertiary reserve.

Narr EV
τ ,i # of EV arriving to the grid.

Ng EV
t,i # of EV connected to the grid.

Nleav EV
t,i # of EV leaving the grid.

Ni TP # of thermal technology types
Ni HP # of hydro technology types.
Ni PS # of pump storage technology types.
Ni EV # of electric vehicles types.
σd Power demand standard deviation.
CUCH EV

i Time required to recharge EV at full power.
ηc EV

i , ηd EV
i EV charging/discharging efficiency.

ηfc EV
i EV fast charging efficiency.

ηc FCS
i , ηd FCS

i FCS charging/discharging efficiency.
S0 EV

i Initial energy conserved in EV fleet.
Smin EV

i The lowest SOC value of one EV.
Smax EV

i The highest SOC value of one EV.
Scons EV

i Energy conserved in one EV which arrives to
the grid.

Sminc EV
i The lowest allowed SOC in EV leaving the

grid.
Pfmax EV

i Fast charging power maximum.
G EV

i Total number of EV per type.
G FCS

i Total number of FCS per type.
Pi

min FCS , FCS charging (discharging) power mini-
Pmax EV

i mum/maximum.
Pi

min FCS , EV charging (discharging) power min/max.
Pi

max FCS

Pperfmin EV
i , Minimum/maximum percentage of fast

Pperfmax EV
i charging
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Electric vehicle based smart e-mobility system – Definition and comparisonto the existing concept
Ivan Pavić⁎, Hrvoje Pandžić, Tomislav Capuder
University of Zagreb, Faculty of Electrical Engineering and Computing, Zagreb HR-10000, Croatia

H I G H L I G H T S• Control authority in smart e-mobility is usually on the side of charging stations.• Electric vehicle based concept is an alternative where vehicles control charging.• In a proposed concept charging stations are merely an enabling infrastructure.• Electric vehicle based system yields higher revenues for the vehicle owners.
A R T I C L E I N F O
Keywords:Electric vehiclesCharging stationsAggregatorElectric vehicle aggregatorElectricity market

A B S T R A C T
The existing models designed to reap the benefits of electric vehicles’ flexibility in the literature almost ex-clusively identify charging stations as active players exploiting this flexibility. Such stations are seen as staticloads able to provide flexibility only when electric vehicles are connected to them. This standpoint, however,suffers from two major issues. First, the charging stations need to anticipate important parameters of the in-coming vehicles, e.g. time of arrival/departure, state-of-energy at arrival/departure. Second, it interacts withvehicles only when connected to a specific charging station, thus overlooking the arbitrage opportunities whenthey are connected to other stations. This conventional way of addressing the electric vehicles is referred to ascharging station-based e-mobility system. A new viewpoint is presented in this paper, where electric vehicles areobserved as dynamic movable storage that can provide flexibility at any charging station. The paper defines boththe existing system, where the flexibility is viewed from the standpoint of charging stations, and the proposedone, where the flexibility is viewed from the vehicles’ standpoint. The both concepts are mathematically for-mulated as linear optimization programs and run over a simple case study to numerically evaluate the differ-ences. Each of the four issues identified are individually examined and omission of corresponding constraints isanalysed and quantified. The main result is that the proposed system yields better results for the vehicle owners.

1. Introduction
Much focus has been given lately to the decarbonization of theelectricity production, however a greater challenge might be doing thesame with the heating and transportation sector. The transition fromconventional vehicles to low carbon emission ones is moving slowerthan anticipated, despite that its importance is highlighted in all re-levant policy documents [1]. The solutions for changing transportationhabits and preferences of end-users [2] require an integrated approach,especially in designing models for end-users and encouraging them tomake a quicker transition to electrified transport, as designed by therelevant regulatory goals [3]. This means being aware of technical,economic and social constraints when creating models to make

electrification of the transport an alternative new flexibility source. Ifelectric vehicles (EVs) are charged uncontrollably [4], i.e. charging atmaximum power until fully charged, power system’s hunger for flex-ibility increases, calling for additional investments in peaking units andgrid infrastructure upgrades. On the other hand, if EVs are charged in acontrollable manner [5], they resemble features of both demand re-sponse and energy storage. Shifting their charging times represents theaspect of demand response. This is often referred to as Grid-to-Vehicle(G2V) mode, which requires unidirectional controllable chargers [6]. Apossibility to discharge a part of the surplus energy when not needed formotion, often referred to as Vehicle-to-Grid (V2G) mode, corresponds tothe energy storage aspect of EVs and requires bidirectional controllablechargers [7,8]. Detailed overviews of EV charging modes are available
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in [9,10].This paper proposes a new concept of using the EV flexibility moreefficiently in a world with a multitude of new data streams relying oninformation-communication technologies in vehicles and without anyloss of comfort for EV drivers. We argue that the state-of-the-art lit-erature, research projects and e-mobility sector currently conceive thesmart e-mobility in a way which leads to an underutilization of the EVflexibility and to insufficient financial returns. The usual understandingof smart e-mobility is that Charging Stations (CSs) use EVs to provideflexibility to the power system (we define this as the CS-based concept),whereas this paper challenges this approach and reverses the roles byidentifying EVs themselves as smart players that provide flexibility andthe CSs as merely an enabling infrastructure (we refer to this as the EV-based concept).The smart e-mobility term used in this paper refers to an advancedmultisector system where the main actors are: EVs, CSs, Electric VehicleAggregators (EVAs), power grid and electricity market operators.Merchant actors within this ecosystem have at their disposal smart EVcharging and discharging options to provide flexibility to the powersystem and in return receive monetary reward. This paper analyzes abasic illustrative example with three EVs and three CSs. The purpose ofthe example is to highlight certain issues in the state-of-the-art, afterwhich we define a new mathematical model and demonstrate how theissues of the current state-of-the-art are eliminated using our modelthrough a detailed case study.This paper contributes to the body of knowledge in the field of EVaggregation by providing the following:
1. a design and a formulation of a novel EVA model tracking the EVsduring their trips, thus capturing all relevant trip and battery in-formation,2. a systematic and rigorous comparative assessment of the CS-basedand EV-based models,3. a demonstration that aggregate EV models without relevant fea-tures, such as power levels and grid tariffs, result in incorrect con-clusions regarding the cost of EV charging.

2. Illustrative example
2.1. Assumptions and description

An illustrative example presented in Figs. 1–3 compares the currentsmart e-mobility CS-based model with the proposed EV-based concept.Several simplifications and assumptions are made to keep this exampleconcise. We observe three EVs and three CSs (Fig. 1) and their behaviorthrough a 24-h period with 1-h time resolution. Each EV can be chargedat different CSs and each driving period, i.e. period when EV is notconnected to any CS, lasts one hour. Each EV has one Battery (EVB) andone On-Board Charger (OBC), while each CS encompasses three Char-ging Points (CPs), meaning it can serve all three EVs at a time. All threeCPs within a CS are AC and have chargers of same power capacity.Let us assume that both EVs and CSs can individually participate inthe wholesale electricity market,1 namely the day-ahead market, andthat their objective is to minimize the purchasing costs of electricity formobility purposes and/or to maximize revenue through energy arbit-rage.A smart e-mobility system can therefore be conceived as an EV-based or a CS-based, as illustrated in Fig. 2. In the former model, theEVs are the smart entities negotiating market strategy while the CSs aremerely an infrastructure with their technical constraints (CP powercapacity) and economic parameters (CS utilization fee). The lattermodel observes the same entities, but from an opposite standpoint. TheCSs are the smart entities negotiating market strategy, while the EVsonly impose technical constraints (OBC power capacity) and economiccharges (battery utilization fee). The CSs must pay a fee to use the EVs’physical equipment (battery) and the energy stored within the EVBswhen performing arbitrage (V2G mode). On the other hand, they re-ceive payments by the EVs for the energy they charge for driving pur-poses. Currently, the roads are populated with both hybrid and full EVs.Hybrid EVs can be seen as a part of the bridging process toward the fulltransportation electrification. Our focus is on future scenarios whereelectrification is already in its final steps and where full EVs are adominant technology. Therefore, we do not explicitly model the hybridEVs in this paper.
2.2. EV-based vs. CS-based smart e-mobility model

We use the graphs in Fig. 3 to describe the differences between theEV-based and the CS-based smart e-mobility models. The graphs to theleft show charging profiles of the three EVs, while the ones to the rightshow charging profiles of the three CSs. All graphs are created from thesame data, but observed from different viewpoints: graphs to the leftare relevant for the EV-based, while the ones to the right are relevantfor the CS-based smart e-mobility model.EVs in Fig. 3 are shown in different colors: EV1 – turquoise, EV2 –orange, and EV3 – purple. Their respective OBC maximum powers(OBC_LIM) are marked with straight lines: EV1 – low-power OBC(4 kW), EV2 – medium-power OBC (8 kW), and EV3 – high-power OBC(12 kW). The EVs can charge at three CS types: CS1 is a home charger(4 kW) – green, CS2 is charger at work (8 kW) – blue, and CS3 is chargerat a shopping mall (12 kW) – red. EVs have different driving profiles.EV1 has a home-work-home profile: it is connected to CS1 from midnightto 07:00, drives to CS2 where it stays from 08:00 to 16:00, and drivesback to CS1, where it is connected from 17:00 to midnight. Chargingprofile of EV2 is home-mall-home, while EV3’s profile is home-work-mall-home. Each charging period is colored according to the correspondingCS.The CS charging curves are composed of the charging curves of theEVs connected to it. For example, the graph for CS1 (upper-right in
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1 Currently this is done through aggregators due to energy bid thresholds inmost markets.
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Fig. 3) shows that all three EVs are connected to it from 00:00 to 07:00.The power required at CS1 during that time is the sum of the OBCpowers of the EVs using it. EV2 (orange) is staying longer at CS1 (until11:00), while EV1 (turquoise) comes back home earlier than others (at17:00). Since EV1 and EV3 are at work during the morning and middayhours, CS2 has two connected EVs from 08:00 to 16:00 (turquoise EV1and purple EV3), and no connected EVs in other hours. EV2 goes to ashopping mall, where it charges at CS3 from 12:00 to 21:00, while EV3goes to the mall after work form 17:00 to 21:00 (third graph on theright-hand side). The areas in the graphs to the right correspond tostacked OBC powers, while the maximum CP power limits are indicatedwith fixed straight lines. In instances where CP_LIM is lower than OB-C_LIM, the CP is the limiting factor for charging power.The lower graphs in Fig. 3 are aggregate curves based on the EVs’behavior (on the left) and the CSs’ behavior (on the right). The colorsdisplay which EV (on the left) or CS (on the right) contributes to theaggregated behavior at a specific period of time. The outline curve isthe same in the left and the right graphs, meaning that if there is onlyone central aggregation entity that oversees all EVs and CSs, it does notmatter whether it is defined as an EV- or a CS-based. However, it doesmatter when multiple aggregators enter the market. Interesting re-search concerning EV and CS measurements data sets can be found in[11] where they observe similar issue of EV and CS viewpoints.The areas with the yellow background in the graphs in Fig. 3 showthe EV state of energy (SOE) throughout the day. In graphs to the left,each SOE curve corresponds to the corresponding EV, while in graphs tothe right only the SOE curve of EV3 is displayed for simplicity.Both concepts base their predictions for available power and energyon the accurate SOE estimations. Those estimations itself could behighly uncertain due to differences in chemical structure of the cellsand due to different algorithms used for the estimations [12,13].From the ecological perspective, EV batteries effect greenhouseemission at both the production and the utilization stages. The

production stage contributes to around 150–200 kg CO2-eq/kWh ac-cording to [14], where most of production-stage emissions are the re-sult of battery manufacturing and material processing. Manufacturingand processing are mostly nonflexible, meaning that the energy mix ofthe power system defines the exact level of emissions. A solution tolower the emission at the production stage is therefore decarbonizationof the power system. The concepts of smart EV charging does not di-rectly lower the production emissions, but they do foster the powersystem decarbonization. In other words, the EV-based e-mobility systemcould significantly increase the share of renewable power in powersystems.Research carried out in [15] concludes that the emissions related toEVs during the utilization phase are by far the lowest in high-renewableenergy case studies. European Energy Agency confirmed that decreaseof emissions from transport electrification is significantly higher thanthe increase in emissions due to higher electricity production to supporttransportation electrification [16]. In this paper we assume that elec-tricity price follows the renewable generation, i.e. low price indicatesabundance of renewable generation and vice versa. Therefore, the EVscheduling by price minimization also tends to maximize renewablegeneration utilization. However this is not always the case. Thus, if anEV user wants to schedule its EV directly to maximize renewable gen-eration, the objective function should be reformulated to consider theamount of renewable generation in the system. In general, the proposedEVBA concept allows decarbonization due to its better adaptability tochanges in the power system, resulting in reduced system operator’sflexibility needs.
2.3. Data transfer

Different data forms must be exchanged between the EVs and theCSs, which is essential for proper smart e-mobility operation in both theEV- and CS-based system. In the EV-based system the CS data must be

Fig. 3. Illustrative example - daily curves for three EVs and three CSs; left figures - EV view on charging profiles, right figures - CS view on charging profiles.

I. Pavić, et al. Applied Energy 272 (2020) 115153

3



sent to EVs, while in the CS-based system the EV data must be sent toCSs.Required EV data are:
1. technical data – parameters such as OBC power levels, battery ca-pacity, etc.,2. infrastructure cost – expenses arising from EV usage apart frommobility reasons, such as V2G battery degradation,3. preferences – EV users’ desires related to charging, such as minimumSOE under which an EV does not offer flexibility, targeted SOE atsome point in time, etc.,4. behaviour – historic driving/parking data which serve as a base forfuture EV behaviour forecasts.
Required CS data are:

1. technical data – parameters such as CP connector type and CP powerlevels,2. infrastructure cost – expenses arising from the CS usage for any kindof charging and discharging, e.g. CS operation and maintenancecost, CS investment return, and grid fees.
3. Issues and proposed solution

In the CS-based smart e-mobility system the CSs submit their in-dividual bids in the market. Each of them runs their own optimizationalgorithm based on their own predictions. However, this results in theissues individually elaborated below, each followed by a proposed so-lution using the EV-based concept.
3.1. Issue 1 – insufficient information on EVs’ behavior at other CSs
3.1.1. CS-based issueThe first issue is that a CS only tracks the EVs’ SOE in the periodswhen they are connected to it. From the mathematical standpoint,power to be charged/discharged and the SOE while the EVs are eitherparked at other premises or driving are unknown and included in themodel as stochastic parameters. Only when EVs are connected to this CSthose values become controllable variables. If observing the SOE curveof EV3 in Fig. 3, it is broken down into several segments (at points S1-S3), where each CS can see only one part of it but not the entire dailycurve. This is a major drawback since the values of the (dis) chargingvariables should come directly from forecasting the four main attributesof each EV:
1. arrival time of vehicle v (tv

ARR),2. SOE at arrival (SOEv
ARR),3. departure time (tv

DEP),4. required SOE at departure (SOEv
DEP).

For the CSs in the presented example, the following stands for EV3:• CS1 forecasts tDEP and SOEv cp, 1
DEP at S1 and tARR and at S3’,• CS2 forecasts tARR and SOEv cp, 2
ARR at S1’ and tDEP and SOEv cp, 2

DEP at S2,• CS3 forecasts tARR and SOEv cp, 3
ARR at S2’ and tDEP and SOEv cp, 3

DEP at S3.
The CSs must do the same for all EVs coming to charge.Mathematically, this is represented as follows:
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The first equation tracks an EVB while the EV is parked at the ob-served CS ( v cp, is a set of EVs v at charging point cp at time t), withvariables soe e,v t v t,

EV
,

SCH and ev t,
DCH denoting the EV’s SOE, energy chargedand discharged, respectively, and SCH and DCH the corresponding ef-ficiencies. Eqs. (2) and (3) set the soev t,

EV at arrival/departure based onthe SOE forecasts or requirements. The periods when an EV is driving orparked at other CSs are not explicitly modeled and its behavior duringthese periods can only be considered through the forecasted values ofunknown parameters, eq. (4).The questions that inspired this research were: How would each ofthe CSs forecast the four uncertain values (arrival time, SOE at arrival,departure time and required SOE at departure) for all the EVs withsufficient accuracy? How would they anticipate the EVs’ behavior whiledriving and especially while at other CSs? One option is that each EVsends its data to all the CSs where it could potentially park and charge.Another option is that each CS sends its own forecasts for each EV to allCSs in surroundings, i.e. all the CSs should optimize their portfolio in ajoint optimization or using separate optimizations with coupling SOEconstraints. On top of the issue of global optimality of such approach,the amount of data to be transmitted becomes critical and data securityissues could easily render such model inapplicable.
3.1.2. EV-based solutionIn the EV-based smart e-mobility system, the three EVs in Fig. 3submit their individual bids to the market operator. Each of them runsits own independent optimization algorithm based on own predictions.Contrary to the CS-based system, each EV knows its behavior (SOEcurve) throughout the day wherever it is. From the mathematicalstandpoint, power to be (dis) charged and the SOE is always known tothe EV. If the SOE curve of EV3 in Fig. 3 is observed, EV3 sees it as acontinuous line without interruptions at points S1-S3, while the CSs seeonly their portion of this curve. The EV-based model can thus bemathematically represented as follows:
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It sets the EVs’ SOE considering the SOE from the previous time step,charging at a slow CS (SCH), energy discharged in V2G mode (DCH),discharged for driving purposes (RUN), and energy charged at fastcharging stations (FCH). Compared to Eqs. (1)–(4) in the CS-basedsystem, this model observes and controls all variables at all time per-iods. The forecasting effort is drastically reduced and simplified sincethe EV predicts its own behavior, while in the CS-based system each CSmust predict behavior of a multitude of EVs. There is no need for theEV-to-CS communication nor for additional CS-to-CS communication.Each EV keeps its driving/parking information and its technical data toitself and does not send any data to other entities. The complexity ofdata flow is reduced, while its security is increased as compared to theCS-based model.
3.2. Issue 2 – inability to transfer flexibility between CSs
3.2.1. CS-based issueThe second issue in the CS-based system relates to daily humanactivities and the way the CSs are usually organized. In our example,CS1 is a home charger and has access to the EVs mostly during thenight. On the other hand, CS2 has EVs connected to it only during
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daytime, while the EVs are at CS3 mostly during the evening periods.When performing energy arbitrage, the energy should be shifted frompeak to low-price periods. Usually, the prices are lower during the night(when the consumption is low) and midday (when PV generation ishigh and load is at its local minimum), while the peak prices occur inthe morning and evening (when PV generation is low and consumptionhigh). The CSs aiming to perform energy arbitrage with EVs should thusroughly follow the sequence: night charging, morning discharging,midday charging, evening discharging. CS1 has only one EV con-nected to it in the morning and the evening so it cannot discharge allthe EVs at peak periods. At midday it does not have any EVs connectedto it and thus cannot recharge them. CS2 cannot transfer energy fromnight to evening periods because it does not have any EVs connected toit in the evening, but can discharge the EVs in the morning and rechargethem at midday. However, to have enough energy to discharge EVs inthe morning it must communicate with CS1 and request additionalcharging (more than necessary for mobility). CS3 can discharge EVs inthe evening, but it needs to communicate the additional energy withCS2.
3.2.2. EV-based solutionThe EV-based concept follows the EVs throughout the day. EV3 inFig. 3 can provide optimal charge–discharge sequence following thetypical daily price curve elaborated above. It can charge during thenight at CS1 and discharge in the morning at CS2, where it can alsorecharge around midday. Then, it can discharge in the evening at CS3and start charging at CS1 late in the evening. In the EV-based system,the EV flexibility can thus be fully exploited without the need for CS-to-CS communication. To summarize, the proposed EV-based concept re-sults in higher savings, no privacy issues and lower communicationburden.
3.3. Issue 3 – insufficient power constraints
3.3.1. CS-based issueThroughout the day, EVs with their own OBC power capacities parkat CSs with various power capacities. This issue is illustrated in thegraphs to the right in Fig. 3, where each CP installed power capacity isshown with a fixed value, CP_LIM, while the EVs’ OBC power con-straints are shown as stacked colored areas. If the OBC power con-straints are omitted, the CSs could end up scheduling higher power thantechnically possible to deliver, e.g. EV1 at CS2. On the other hand, if theOBC power constraint is higher than the CP power constraint, the CPconstraint is binding and does not affect the EV scheduling, e.g. EV2 atCS1.Such events can cause differences between the scheduled and de-livered energy and lead to additional balancing costs. The OBC installedpower is an additional parameter that all EVs must communicate to theCSs or CSs must anticipate, which can lead to errors. Furthermore, thisEV-to-CS communication is highly inconvenient due to large amount ofdynamic data as well as security issues.
3.3.2. EV-based solutionEVs change their location during the day. In our example EV1 andEV2 park at two, while EV3 parks at three different locations. Since CSshave different installed charging powers, the EVs must anticipate theinstalled power of the CSs where they park. This is illustrated in Fig. 3on graphs to the left, where each EV’s OBC installed power (OBC_LIM)is shown as a fixed value, while the CSs’ capacities vary through the day(visualized as stacked colored areas). If the CS power constraint isomitted, the EVs whose OBC is of higher power than the CS’s maximumpower could schedule more charging power than possible in reality, e.g.EV2 during night/morning parked at CS1.As in the CS-based concept, both the OBC and CS maximum char-ging power constraints need to be included in the optimization model.However, most CSs publicly publish their chargers’ technical

parameters, such as connector type and installed power, and EVs caneasily download the required data. The EV-to-CS communication isagain avoided making the EV-based system easier to implement thanthe CS-based system.
3.4. Issue 4 – incomplete costs
3.4.1. CS-based issueEach EV must pay energy cost for its basic mobility charging in theelectricity market (through its CS supplier). Apart from energy ex-penditures, each load must pay a grid fee (upper part of Fig. 2). CSs areconnected to the low voltage distribution grid and the grid fees accountfor a significant share in their total costs transferred to the EVs. Toproperly address the cost of EV charging, grid fees must be taken intoaccount.2Apart from energy cost and grid fees, there is a cost associated withremuneration between the EVs and the CSs. When it comes to basicmobility charging, EVs pay fees to the CSs to recover the operation andmaintenance costs, as well as the investment. However, when CSs useEVBs for energy arbitrage or other actions beside basic mobility char-ging, they should pay a fee to the EVs for using their battery since in-creased battery cycling causes faster degradation. In the CS-basedsystem, a CS must obtain data from EVs on their infrastructure (battery)costs. Again, the EVs must send their private data to all relevant CSs.
3.4.2. EV-based solutionIn the EV-based system, EVs obtain data on CS infrastructure costsand grid fees. Unlike the EVs, the CSs are public and already publishtheir prices online to attract EVs. In the proposed EV-based system, EVsmust pay a fee to CSs whenever they use them for energy arbitrage and/or basic mobility charging. The EV-to-CS communication is not neces-sary as the relevant CS data are available online.
4. Current state-of-the-art, industry practices and proposedconcept
4.1. Literature review

State-of-the-art literature on smart e-mobility scheduling can bedivided into several research approaches. Table 1 summarizes the lit-erature considering three topics (smart home/microgrids, EV ag-gregators, smart parking lots/charging stations) and the way theytackle the four issues detected in Section 3. Under Issue 1 we add anintermediate step between the CS-based and EV-based concepts forpapers using equations similar to (5), but not specifying chargers orconsidering only residential chargers.
4.1.1. Smart homes/microgridsSmart home algorithms often include EVs as one of the demandresponse appliances that help minimize the total home electricity bill[17–21,24,27,28]. Papers [17,27] seek to optimize a smart homecomprising of demand response devices, PVs, energy storage and EVs tocut down the peak power and electricity cost. Paper [18] consists of twoparts: EV charging scheduling algorithm for smart homes/buildings andimplementation of a prototype application for home/building EMS. In[19] a detailed structure of a household user capable of energy trans-actions between consumers and load-serving entities is presented. Au-thors in [20] propose a heuristic method that suggests most suitablecharging/discharging instances for an EV battery in a time-of-day re-gime. Paper [21] investigates the optimal sizing of PV, wind turbine,and storage in a smart home with EV. In [24] the authors presented amodel for participation of sub-aggregators in the aggregation of EVs in
2 Generation facilities mostly do not pay the grid fees. In case of V2G dis-charging, such fees could have a major effect on its financial profitability.
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a residential complex. In [28] authors propose an EV charge/dischargemanagement framework for the effective utilization of PV outputthrough coordination of home and grid energy management systems.All these algorithms observe only a single EV at a single location, whichdirectly makes them susceptible to Issues 1 & 2.EVs and smart homes can also be grouped under a microgrid whereEVs act as flexibility providers [22,23]. In future interconnected smartgrid, EVs will be able to interact both with the smart communities (localmicrogrids) and the central grid to offer their services [29]. The smartbuilding could also be considered a microgrid (including vehicle-to-building control strategy to dispatch the EVs as a flexible resource)where the objective function is minimization of microgrids/buildingselectricity costs [25]. Optimization of a microgrid could also be made ina multi-objective manner where microgrid (containing EVs) is opti-mized regarding cost-economy, operation-efficiency and system-se-curity [26]. Table 1 shows that papers related to home/microgrids aremostly CS-based and focused on home-chargers with fixed power levels(Issue 3) and consider only energy prices (Issue 4). Exception to thestandard CS-based models are papers [27,28], which model the EVbehavior throughout the day in a parking-driving sequence, but neglectthe possibility of charging at other CSs. In addition to home charging,only paper [29] considers parking lots and charging stations, but asindependent entities capable of utilizing the EVs’ flexibility.
4.1.2. EV aggregatorsApart from observing a single CP or locational aggregation throughmicrogrids, EVs can be seen as a decentralized source scheduled by anaggregator and without considering their location. Such models canhave various goals, such as minimizing the EVs’ total charging costs[30,31,33,35,38,39,43], minimizing frequency deviations [32,36]maximizing conditional value-at-risk [34], optimizing reserve provision[37] or maximizing revenue [42,40,41]. Paper [30] investigates a jointoptimization of EVs and home energy scheduling, while [31] proposes atwo-stage charging scheme for an EV aggregator to minimize thecharging costs while taking uncertain renewable generation and ag-gregator’s capacity into account. In [33,35] the authors describe a newoptimization algorithm for optimizing manual reserve bids of EV ag-gregator. Paper [38] determines the optimal bidding strategy of an EVaggregator participating in the day-ahead energy and regulation mar-kets using stochastic optimization. Authors of [39] develop a smartcharging framework to identify the benefits of non-residential EVcharging to the demand aggregators and the distribution grid. Paper[43] proposes necessary market adaptations to include EV aggregationin electricity markets. Paper [40] proposes a multi-stage stochasticmodel of a PEV aggregation agent to participate in day-ahead and

intraday electricity markets. On the hand paper [41] aims to determinethe potential value that EVs could generate by providing reserve andidentify EV user impacts on the provision of reserves.Table 1 shows that papers related to EV aggregators mostly focus onhome chargers within the CS-based concept (in [39] only non-re-sidential chargers are observed) (Issues 1 and 2) and consider fixedpower levels and only energy prices (Issues 3 and 4). For example, paper[36] presents a CS-based framework where aggregators group CSs whileEVs migrate among them. On the other hand, authors of [42,43] doindeed model EVs’ behaviour throughout the day, but only as avail-ability periods at unspecified types of chargers, i.e. they do not addressthe fact that EVs charge and discharge at other CSs as well.Although papers [30–36,38,42,43,41] model EVs connected to thedistribution grid, they take into account only energy and/or balancingprices without network fees or infrastructure costs (Issue 4). Paper [39]apart energy tariffs take into account the peak demand chargers as well.
4.1.3. Parking lots/charging stationsIn addition to residential parking, EVs can also be charged atworkplace/commercial/leisure parking lots or fast charging stations.EVs generally park at parking lots for longer times and power capacityof AC CPs is usually low to medium. On the other hand, EVs do not parkat fast (DC) charging stations but only stop to charge, resembling theexisting gas stations. Both the smart parking lot and charging stationalgorithms aim either at maximizing the benefits [44,45,47–51,57], orminimizing electricity costs [46,51–54] while preserving customersexpectations. Parking lots could be seen equal to conventional tech-nologies in power system operation process where they provide bothenergy and reserve [55]. Since many parking lots have integratedphotovoltaics, it could be beneficial to optimize the charging at char-ging station and PV generation [56]. Table 1 shows that papers relatedto parking lots/charging stations are CS-based and specific locations areobserved without proper multiple power levels (Issue 3) or costs (Issue4). In [54] authors proposed optimal bi-directional charging controlstrategies to integrate electric vehicle in commercial and public parkingfacilities into the power grid as distributed energy resources for demandresponse programs by two-stage distributed optimization and water-filling algorithm. Paper [44] studies the optimal EV charging sche-duling in a workplace parking lot, powered by both the PVs and thepower grid. Research done in [45] solves the parking-lot EV chargingscheduling problem through a noncooperative game approach. In [47]an optimization model for determining optimal mix of solar-based DGand storage units, as well as the optimal charging prices for EVs hasbeen presented. Authors of [48] propose a centralized EV rechargingscheduling system for parking lots using a realistic vehicular mobility/

Table 1Categorization of research papers related to Issues 1–4 (comm. – commercial; ch. – charging; inf. – infrastructure; deg. – degradation).
Issue 1 – insufficient information on EVs’ behavior at other CSs Issue 2 – inability to transfer flexibility between CSs

Literature type CS-based EV-based with only 1CS EV-based Households Work/comm. ch. station Multiple
hline Smart homes/microgrids [17–26] [27–29] – [17–23,27,28,24–26] – [29]
EV aggregators [30–41] [42,43] – [30–34,36,38,42,43], [39] [35,37,40,41]Parking lots/ ch. stations [44–58] – – [50] [44–49,51–58] –Proposed concept – – ✓ – – ✓

Issue 3 – insufficient power constraints Issue 4 – incomplete costs
Literature type Fixed CP or OBC only Both CP andOBC No grid/inf./deg. cost With grid fee/ inf. cost With deg. cost

Smart homes/ microgrids [17–22,27–29,24–26] [23] – [17,18,20–23,28,29,24–26] [19] [27]EV aggregators [30,32–34,36–43] [31,35] – [30–35,37,38,43] [39] [36,40,42,41]Parking lots/ ch. stations [44–46,48–52,54–56], – [47] [44–46,48–56], [47] [53,57,51]Proposed concept – – ✓ - ✓/✓ ✓
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parking pattern. In [49] an online intelligent demand coordination ofEVs in distribution systems has been proposed. Paper [50] formulatesan optimization model with central scheduler aiming to maximize theprofit of smart household users. Authors in [51] propose an onlinecharging strategy for EV charging stations in distribution systems whileobeying power flow and bus voltage constraints. Paper [52] model agame that aims to minimize the total electricity cost at the utilitycompany meanwhile maximizing the payoff of each charging station. In[53] the authors propose a novel cooperative charging strategy for asmart charging station in the dynamic electricity pricing environment,which helps EVs to economically accomplish the charging task by thegiven deadlines.Papers [44–49] model workplace/commercial parking lots, while[50,57] observes residential private and public parking lots. Similarly,all the papers modeling CS operation tackle a specific CS connected to asingle point in the grid and managed by a centralized controller[51–53], inflicting Issues 1 & 2.With respect to Issue 3, i.e. insufficient power constraints, papers[44–46,49,50,57,51,55] use fixed CP power constraints at a parking lotor a CS without considering the OBC maximum power. In [48] theauthors use one fixed value for OBC (the one of Nissan Leaf). Onlypaper [47] defines both the EV and the CP power limits, but it onlyconsiders CPs at their own parking lot. All the papers investigating CSsuse only chargers’ power limits without mentioning the OBC powerlevels [51–53].Unlike the majority of papers which do not consider any grid fees(Issue 4), the cost of charging in [47] includes both the electricity priceand the grid fees, while [53,57] takes into account battery degradationcosts.
4.2. Industry practices and research projects

Current e-mobility related companies can be seen through threebusiness schemes: Charging Point Operators (CPOs), E-MobilityProviders (EMPs), and energy-related companies (electricity suppliers,grid operators). CPOs are the companies operating and maintaining apool of CPs, while EMPs provide charging services to EV users by en-abling them access to CPs (authentication) and offering payment op-tions. EVs have contracts only with EMPs who forward their customers’payments to the CPOs. EMPs have contracts with many CPOs, while theCPOs have contracts with energy suppliers as well as grid operators. Ifenergy arbitrage or flexibility provision through an aggregator is thetarget, EVs and EMPs cannot directly provide it, only the CPOs can. Thisis in line with the CS-based smart e-mobility, as illustrated in Fig. 4. Onthe other hand, in the EV-based e-mobility approach the aggregator

must be connected to EVs or EMPs. Grid fees are still assigned to CPOsbecause the physical connection does not change (see Fig. 2).The Internet-of-Things (IoT), energy and e-mobility companies al-ready took the CS-based path of the smart e-mobility [59–62]. Thesmart charging in the current industry practices usually means sche-duling charging for household users at low electricity tariffs or cuttingthe peak load of larger CSs. Research projects such as [63–65] tacklemostly the issue of V2G testing on bidirectional chargers without in-tegrating an aggregator into a real-world e-mobility system.It is clear that the e-mobility industry does not yet operate withinthe EV-based smart e-mobility concept, which would change the role ofthe main beneficiaries in the smart environment from CPOs to EMPs.
4.3. Proposed concept

The CS-based concept arises from a conventional way of addressingthe EVs – they are an electric load stationary connected at a specificlocation to a specific CS. This CS does not have information about theEV’s battery SOE prior and after the connection and must forecast thosevalues. In this sense, an EVA aggregates specific CSs physically locatedat households, parking lots or dedicated charging stations and theirproper name should be EV Charger Aggregator or EVCA.We argue that EVs should not be observed as conventional loads butas mobile batteries. EVA should not aggregate specific CSs but the EVswith their batteries. The new concept of EVA is therefore named EVBattery Aggregator or EVBA. EVBA continuously monitors and recordsEV information (SOE, planed trips) as a part of the future IoT concept.CPOs should allow all EVs to connect without restrictions but for acharging fee. CPOs should be understood as infrastructure operatorssimilar to transmission/distribution system operators and charging afee in a way that transmission and distribution fees (tariffs) are charged.Additional benefits of the EVBA concept are the payment possibi-lities. Slow chargers are usually part of other consumer facilities andthey are controlled within their smart environment (smart households,buildings, parking lots, etc.). It is not quite clear how an EVCA canaggregate CPs at someone else’s property. That is why each EV shouldhave its own independent metering device so energy to/from an EV canbe exactly measured as in the EVBA case.Although EVBA is contrary to scientific research and current in-dustry practises, as discussed in Sections 4.1 and 4.2, it is in line withthe ISO 15118 standard, which foresees two controllers essential fordeployment of a smart e-mobility system: an EV communication con-troller and a CP communication controller. In such advanced commu-nication architecture, the EVBA can easily communicate the schedulesto its EVs and the EVs can send all required data back to the EVBA. Thedata transfer between EVs and CSs can be easily achieved through EVand CP controllers.
5. Models

To demonstrate the arguments, models of both the EV-based (EVBA)and the CS-based aggregator (EVCA) are formulated in the followingsubsections and evaluated in the case study presented in Section 6.
5.1. Nomenclature
5.1.1. Abbreviations
BMS Battery management system.CC-CV Constant-current-constant-voltage.CP Charging point.CS Charging station.DOD Depth-of-discharge.EV Electric vehicle.EVBA Electric vehicle battery aggregator.EVCA Electric vehicle charge aggregator.Fig. 4. Position of an aggregator and grid operator in the CS-based and EV-based concepts.
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LIB Lithium-ion battery.OBC On-board charger.OF Objective function.SOE State-of-energy.V2G Vehicle-to-grid.
5.1.2. Sets and indices

Set of charging points, indexed by cp.Set of time steps, indexed by t.Set of vehicles, indexed by v.
5.1.3. Input parameters

Cv
BAT Capital battery cost of vehicle v (€).

C _
v t cp, ,
CP FCH Charging point fee for fast chargers at charging pointcp (€/kWh).

C _
v t cp, ,
CP SCH Charging point fee for slow chargers at charging pointcp (€/kWh).

Ct
EP Electricity price during period t (€/kWh).

C _
v t cp, ,
G FCH Grid tariff for fast chargers at charging point cp(€/kWh).

C _
v t cp, ,
G SCH Grid tariff for slow chargers at charging point cp(€/kWh).

CAPv
BAT Battery capacity of vehicle v (kWh).

D1
BAT Fixed battery degradation coefficient for higher valuesof depth-of-discharge.

D2
BAT Variable battery degradation coefficient (based ondischarged energy) for higher values of depth-of-dis-charge.

D3
BAT Variable battery degradation coefficient (based ondepth-of-discharge) for higher values of depth-of-dis-charge.

D4
BAT Variable battery degradation coefficient (based ondischarged energy) for lower values of depth-of-dis-charge.

E _
cp
CP MAX Maximum energy limit of charging point cp during onetime step (kWh).

E _FCH MAX Maximum energy limit of fast charging point duringone time step (kWh).
E _

v
OBC MAX Maximum energy limit of OBC of vehicle v during onetime step (kWh).

Ev t,
RUN Energy consumed for mobility purposes of vehicle vduring time step t.

SOEv cp,
ARR Anticipated SOE at time of arrival at cp of vehicle v ina CS-based system.

SOEv
CV SOE curve breaking point between CC and CV char-ging phases of vehicle v (%).

SOEv cp,
DEP Anticipated SOE at time of departure from cp of ve-hicle v in a CS-based system.

SOEv
MIN Minimum allowed SOE of vehicle v (%).

SOEv
MAX Maximum allowed SOE of vehicle v (%).

SOEv
0 Initial SOE of vehicle v (%).

Tv cp,
ARR Time step when vehicle v arrives at charging point cpin a CS-based system.

Tv cp,
DEP Time step when vehicle v departs from charging pointcp in a CS-based system.

Tv cp,
OFF Set of time steps when vehicle v when vehicle v isdisconnected from charging point cp in a CS-basedsystem.

Tv cp,
ON Set of time steps when vehicle v is connected tocharging point cp in a CS-based system.

DCH EV V2G discharging efficiency.
FCH EV fast charging efficiency.
RUN EV mobility discharging efficiency.
SCH EV slow charging efficiency.

v t cp, , Matrix indicating whether vehicle v is connected tocharging point cp at time step t.

5.1.4. Variables
cv t,

DEG Degradation cost of vehicle v at time t (€).
cEV Overall cost of charging all EVs (€).

ev t,
DCH Energy discharged from vehicle v at time t (kWh).

ev t,
FCH Energy fast charged to vehicle v at time t (kWh).

ev t,
SCH Energy slow charged to vehicle v at time t (kWh).

soev t,
EV State-of-energy of vehicle v at time t (kWh).

5.2. Mathematical formulation of an EV-based aggregator
Objective function minimizes the total EV charging costs:

= + + +

+ + +

c

e C C C e C c

e C C C
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(6)
The first row in Eq. (6) corresponds to payments due to EV chargingat slow chargers, where ev t,

SCH is charged energy, Ct
EP is energy price,

C _
v t cp, ,
G SCH is the grid fee for slow chargers3 and C _

v t cp, ,
CP SCH is the CS fee. Thesecond row represents EV discharging income and cost of degradation,where ev t,

DCH is the amount of discharged energy,Ct
EP is V2G revenue and

cv t,
DEG battery degradation cost. The third row captures payments due toEV charging at fast chargers,4 where ev t,

FCH is the amount of chargedenergy, C _G FCH is the grid fee for fast chargers, and C _CP FCH is the fastCS fee. EV slow charger charging fees depend on the type of charger,e.g. this fee is zero for home chargers. On the other hand, EV fastcharging is modeled using only one fast charging type and cost.In orderto add additional services to grid operators, the objective functionshould be reformulated with new revenue streams/costs. For example,provision of reserves would require addition of the reservation andactivation fees. Grid congestion management could be added by re-formulating the grid fees and making them more expensive during thepeak periods etc.Charging/discharging energy constraints are:
e e e v t, , 0 , ;v t v t v t,

SCH
,

DCH
,

FCH (7)
e E v t· _ , ;v t

cp
v t cp cp,

SCH
, ,

CP MAX (8)
e E v t· _ , ;v t

cp
v t cp cp,

DCH
, ,

CP MAX (9)
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e E v t_ , ;v t v,
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v t v

soe
SOE CAP,
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1 ·
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v v

,
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CV BAT (12)
e E v t· _ , .v t

cp
v t cp,

FCH
, ,

FCH MAX (13)
Constraint (7) imposes nonnegativity on all energy variables. Con-straints (8) and (9) limit the energy charged/discharged at slow CSsbased on the mapping parameter v t cp, , that determines which EV isconnected to which CP at each time step. As the EVs move between

3 Slow chargers refer to AC chargers, i.e. the ones that require OBC to convertalternating to direct current.4 Fast chargers refer to DC chargers, i.e. the ones that convert alternating todirect current and circumvent the OBC. Therefore, the OBC capacity is notrelevant when using fast chargers.
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different CPs, maximum charging power depends on index cp. OBClimits on EV slow charging and discharging are imposed by constraints(10) and (11), respectively. The OBC power capacity E _
v
OBC MAX dependsonly on the EV type. Constraint (12) additionally constrains the OBCcharging power at high state-of-energy (SOE) due to inherent nature ofthe li-ion battery (LIB) charging process consisting of the constant-current (CC) and the constant-voltage (CV) part. Parameter SOECV isempirically obtained and indicates SOE value (in percentage) at whichthe constant voltage phase starts. More information on this formulationcan be found in [32,66]. Finally, the fast charging power limit

E _FCH MAX is imposed by constraint (13).LIB degradation is calculated as follows:
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+
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LIB degradation depends on four main variables: charging/dis-charging current, voltage, temperature and cell balance. In most LIBapplications the last two variables are kept at optimal operating pointby a dedicated battery management system (BMS) and they can be leftout of the degradation model. During slow AC charging the currents arerather low (up to 0.2C5) and their impact on degradation is negligible.Thus, the only variable that must be taken into account is voltage,which is closely related to SOE, thus constraints (17) and (18) keep thevoltage within the allowed range. In order to consider degradation, apenalization cost is introduced as in [67], but in a linearized form inorder to avoid binary variables [68]. Geometric surface of the linear-ized degradation cost is modeled by constraint (14), which includes twovariables: discharged energy and depth-of-discharge (DOD = 1 – SOE).Constraint (15) is an additional geometric surface binding at highervalues of SOE when surface from eq. (14) goes to zero or becomesnegative. Constraint (15) depends only on discharged energy. Para-meters D1 4 are obtained using the best-fit option applied to LIB de-gradation data (life-cycle loss vs. DOD) from [69].Energy balance constraints are:
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soe SOE CAP v t· , ;v t v v,
EV MIN BAT (17)

soe SOE CAP v t· , ;v t v v,
EV MAX BAT (18)

=soe SOE CAP v t· , 24;v t v v,
EV 0 BAT (19)
Eq. (16) is the main energy balance equation calculated for eachvehicle v and time step t. Energy accumulated during the current timestep must be equal to the energy accumulated in the previous time stepplus the energy withdrawn from the grid via slow or fast chargingpoints and minus the energy discharged for motion or back into thegrid. In the first time step the term soev t, 1

EV is substituted with SOEv
0,which corresponds to energy stored in vehicle v before the first timestep. Constraints (17) and (18) limit the battery capacity of each EV,while constraint (19) sets the minimum SOE in the last time step (i.e.the SOE in the last timestep must be greater or equal the initial SOE).

5.3. Mathematical formulation of a CS-based aggregator
Mathematical model of the CS-based aggregator is:

min (1)
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,
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,
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EV

,
DEP

,
DEP (22)

It contains all constraints as the EV-based aggregator model exceptfor (16), which is replaced with constraints (20)–(22). Energy balanceconstraint (20) does not include energy discharge for driving as it onlytracks the EVs when they are connected to a CP. Hence the time domainin eq. (20) isTv cp,
ON . Eqs. (21) and (22) are used to set the anticipated SOEat arrival and required SOE at departure from each CP.

6. Results and discussion
The models elaborated in Section 5 are validated on the small test-case which is elaborated in details in Section 2. The small test caseconsiders the most frequent trip combinations and therefore providesadequate representation of the EV fleet while preserving simplicity andreadability of the paper. Issues 1 & 2 (insufficient information on EVbehavior at other CSs and inability to transfer flexibility between CSs)are observed together as they both depend on the EVs’ daily SOE curve.Issues 3 & 4 (insufficient power constraints and incomplete costs) areaddressed individually and only for the EVBA case, as their repercus-sions are the same for both models.

6.1. Input data
The proposed model resembles a price taker scheme where an ag-gregator forecasts prices in order to efficiently submit its energy bids inthe market. Although both the prices, driving activity and times of ar-rival and departure from CPs are stochastic parameters, we consider allparameters deterministic for better demonstration of optimality of bothformulations, as well as quantification of the resulting schedules.We use historic energy prices data for year 2018 from EPEX powerexchange in France. Three sets are used resembling high, medium andlow volatility of electricity prices, as shown in Fig. 5. The high-volatilityprices date from Nov. 21, medium from March 11, and low from June30. Each charger type has different grid and charger tariff fee, as listedin Table 2. All grid fees are modeled using a two-tariff system: night andday, and the fees are aligned with the ones in [70]. Grid fees representboth transmission and distribution fees, while charger fees are used toretrieve investment and cover for operation and maintenance costs ofthe charging infrastructure. Generally, higher charger power results inlower grid fees, but higher charger fees. Charger fees are obtained fromreal fast charging fees in [71,72] reduced by average energy price andgrid tariff fees and scaled based on investment cost to match the cor-responding charger type. The investment costs of chargers are from[73].Efficiencies used in this paper are as follows: slow charging

= 0.95SCH , discharging for driving = 0.90RUN , discharging to drive
= 0.85DCH , and fast charging = 0.80FCH . SOE parameters used for allEVs are following: = = =SOE SOE SOE1.00, 0.20, 0.80MAX MIN CV , and
=SOE 0.600 . Battery capacities are 20 kWh for EV1, 40 kWh for EV2and 60 kWh for EV3. Battery degradation parameters are:
= = =D D D0.342900, 0.034030, 0.0042871

BAT
2
BAT

3
BAT , and =D4

BAT

0.008317.To highlight Issues 1 & 2 in the EVCA model, two different values of
SOEv cp,

DEP are used. The first one corresponds to a conservative driver whosets the SOE before every trip to at least 95% (nearly full), and we namethis model high-SOE. The second one corresponds to a risk-prone driver5 C-rate is the ratio of the charging (or discharging) power and battery energycapacity.
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willing to earn more for providing flexibility at an expense of its EVrange. This person sets the SOE before every trip to at least 60%. Wename this model low-SOE. Note that most models in literature assume aconservative driver who always desires (nearly) full battery at de-parture.
6.2. Issues 1 & 2

The results related to Issues 1 & 2 are displayed in Figs. 6–10. Resultsin Fig. 6a indicate that in total, i.e. combined for all three EVs, theEVBA model results in the lowest charging costs for all price volatilityscenarios, followed by the EVCA low-SOE, while the worst results areachieved for the EVCA high-SOE model. Detailed individual EV costsare shown in Fig. 7, where the EVBA model provides the cheapest so-lution for all three EVs over all price volatility scenarios, while the twoEVCA cases alternate in terms of the quality of the solution. For EV1,the high-SOE case is always a better option, while for EV2 the low-SOEcase is a better option for all price scenarios. For EV3 however, in low-volatility price scenario the high-SOE case yields better results, while inmedium- and high-volatility scenarios the low-SOE case performsbetter. The reason for EVBA superiority over the EVCA models aretwofold: (i) in the EVCA models the EVs are often charged at high pricesand (ii) their energy arbitrage opportunities are reduced due to strictSOE requirements. Generally, all three models discharge most energy in

the high-volatility price scenario as such scenario favors arbitrage, ascan be seen in Fig. 6b. In the low-volatility scenario the EVBA model isthe least aggressive in V2G mode, but in the high-volatility scenario itdischarges the most energy. In all price-volatility scenarios the EVBAmodel observes price differences during the whole day and adjusts itsdischarging schedule accordingly. On the other hand, in EVCA modelsthe CSs are blind to prices outside of the timeframe when an EV isconnected to them and they need to adjust their discharging quantitiesto keep the departing SOE at the minimum allowed level. This happenseven if this discharge incurs higher recharging costs at subsequent CSs.In general, higher price volatility yields lower costs in all threecases. However, the EVBA model is able to better monetize flexibilityover the day and the charging costs reduce drastically as the price vo-latility increases (EV2 generates profit already in medium-volatilityprice scenario). This is highly related to Issue 2 (transfer of flexibilitybetween CSs). Since the EVBA model observes EVs throughout the day,it can schedule optimal amount of discharging when prices are highallowing the EVs to drive to another CSs with sufficient SOE.Issue 1 (problems with SOE prediction at EV arrival) are analyzed indetails in Figs. 8–10 for the highly volatile price scenario. In all threefigures the periods when EVs are parked at CSs, are shaded in the re-spective CS color. In case of EV1 and highly volatile prices, the firstdriving period precedes the periods of high prices. In the EVBA model,EV1 charges before the first trip and discharges after, as shown inFig. 8b. It recharges before the second trip (during the low-price hours13–16) and again discharges at the next CS. It charges for the last timeat the end of the day at low prices. A similar schedule is obtained withthe EVCA high-SOE model. However, CS1 is oblivious to the low pricesin the afternoon and slightly discharges EV1 in hour 7, as opposed tothe EVBA model that charges EV1 in hour 7 (compare Figs. 8b and 8c).To make up for this lack of energy, the high-SOE EVCA model needs tocharge more energy in hour 14 than the EVBA model. This is sub-optimal since the price in hour 14 is much higher than in hour 7. Thecharging quantities in all the other hours are the same. Graph in Fig. 8dindicates that the EVCA low-SOE model behaves quite differently thanthe other two. Since the CS before the first trip only satisfies the EV’sdesired SOE of 60% at the departure and at the same time minimizescosts of EV charging only at this CS, it significantly discharges EV1before the first trip. When prices are highest, after the first trip, EV1discharges much less energy than in the other two cases due to lowerSOE after the trip. Before the second trip, EV1 is again charged only tosatisfy the desired SOE at the next departure time, and therefore hasless energy to be discharged after the second trip (compare hours 19and 20). Considering the SOE graphs and charging schedules fromFig. 8, the conclusion is that the EVCA high-SOE model performs muchcloser to the optimal EVBA model than the ECVA-low model.In the case of EV2 and highly volatile prices (Fig. 9) the first drivingperiod takes place after the periods of high prices. In the EVBA model,whose charging schedule is shown in Fig. 9b, EV2 charges early in the

Fig. 5. Three electricity price scenarios from EPEX taken for days with thehighest/average/lowest price volatility in 2018.
Table 2Charger point (CP) data used for the simulations (kW and €/kW).
CP Type Description Power Grid Low Grid High CP Tariff(kW) (€/kW) (€/kW) (€/kW)

1 Home 4 0.022840 0.047040 0.0040002 Work 8 0.016120 0.033600 0.0183003 Leisure 12 0.016120 0.033600 0.0300004 DC Fast 100 0.010750 0.022840 0.200000

Fig. 6. Results related to Issues 1 & 2, showing total charging costs and energy injection/extraction for all three EVs.
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morning and discharges before the first trip taking advantage ofpeaking prices in hours 8–11. It fully recharges after the first trip (hours15–17) to be able to fully discharge during hours 18–20. Energy for thesecond trip is charged just before the trip, in hour 21, at very low cost.The required SOE is achieved by charging EV2 after the final trip at lowcost (hours 23 and 24). Comparison of the EVBA charging schedule andthe low-SOE EVCA schedule in Fig. 9d, as well as the correspondingdaily SOE curves in Fig. 9a, indicates that the low-SOE EVCA modelbehaves quite similar to the optimal EVBA model. The only differencesare as follows:• The EVCA low-SOE model discharges less energy in hour 11 as itrequires at least 60% of SOE at departure.• Due to higher SOE, the EVCA low-SOE model requires less chargingin hour 17. Since the electricity price in hour 11 is much higher thanin hour 17, this model overlooked an arbitrage opportunity betweenthose hours.• Again, due to 60% required SOE, the EVCA low-SOE model dis-charges less energy in hour 18.

• Due to higher SOE, the EVCA low-SOE model requires less chargingin hour 24. Again, it did not exercise arbitrage between hours 18and 24 due to a required SOE level at departure.
The results of the high-SOE EVCA are shown in Fig. 9c. This modeldoes not take advantage of discharging at higher prices due to a moreconstrained SOE requirement at departure and thus results in muchworse solution. For instance, instead of discharging in hours 8–11 as theEVBA and EVCA low-SOE models, the EVCA high-SOE model is, due tothe departing SOE restriction, only able to perform partial discharge inhour 9. This repeats again in the evening hours when the EVCA high-SOE model is only able to perform discharge in hour 19, instead ofhours 18–20. As a consequence, the EVCA high-SOE model is left with alot of energy stored in the late evening hours. This energy is partiallydischarged in the last two hours of the day, but at a relatively lowprofit.The EV3 case for the highly volatile prices is shown in Fig. 10. In theEVBA model (Fig. 10b), EV3 charges before the first trip and dischargesafter it to take advantage of peak hours 9 and 10. It recharges before the

Fig. 7. Results related to Issues 1 & 2, showing total charging costs for each EV individually.

Fig. 8. Results related to Issues 1 & 2, EV1 schedules for the highly volatile price scenario.
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second trip to be able to discharge again after the trip, thus performingarbitrage. It again recharges before and after the third trip to meet therequired end-of-day SOE. Graphs in Fig. 10a indicate that optimal EVBAcase is similar to the high-SOE EVCA case during the morning and thedaytime, but during the evening it resembles the low-SOE case. Themorning charging period at CS1 (green area) ends at hour 7, when the

high-SOE EVCA model charges EV3 to 95%. This is quite similar to theoptimal EVBA model, which charges EV3 only to a slightly higher SOE.At CS2 (blue area), the high-SOE model charges the EV again to 95%,while the EVBA model charges it slightly below that value. The majordifference occurs in the evening hours at CS3 (red area), where thehigh-SOE EVCA model again charges EV3 to 95% of its SOE, while the

Fig. 9. Results related to Issues 1 & 2, EV2 schedules for the highly volatile price scenario.

Fig. 10. Results related to Issues 1 & 2, EV3 schedules for the highly volatile price scenario.
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EVBA model charges it to only 33 kWh in hour 21. This demonstratesthe negative effect of constraint on the departure SOE in the high-SOEEVCA model. EV3 is thus required to charge instead of discharge at veryhigh prices. Consequently, after the final trip it has more energy thenrequired by the end-of-day SOE constraint and CS1 (green area) dis-charges it, but at a low gain, in hours 23 and 24.The EVCA low-SOE case schedules EV3 quite differently before thefirst and second trips. It does not charge as much energy since the re-quired SOE before the trips is only 60%. This enables it to performarbitrage at CS1 and discharge a part of the energy in hour 7 just beforethe trip (Fig. 10c). Since hours 9 and 10 are peak-price hours, it dis-charges more energy and charges again in hours 13–16 at lower prices.It again performs arbitrage in hours 19 and 21, but with much lowerenergy volume than the EVBA model. Based on the conducted analysis,we derive the following conclusions:
1. for EV1, the high-SOE EVCA model is close to the optimal EVBAmodel;2. for EV2, the low-SOE EVCA model is close to the optimal EVBAmodel,3. in the case of EV3, the high-SOE EVCA model is close to the optimalEVBA solution until evening, but during the evening and night thelow-SOE EVCA case becomes more similar to the optimal EVBAsolution.
Therefore, without the EVBA optimization model there is no way todecide what is the best required SOE at the time of departure tomaximally transfer flexibility and utilize daily energy arbitrage.

6.3. Issue 3
To analyze Issue 3 (insufficient power constraints), we examine theresults of the EVBA model with highly volatile prices using four dif-ferent sets of power constraints. First, we use fixed power constraint of4 kW throughout the day. Second and third sets of constraints use onlyOBC and CP power constraints, respectively. The fourth set of con-straints uses both the OBC and CP power constraints.As shown in Fig. 11a, the minimum expected costs are obtainedwhen using only OBC power constraint, followed by the CP-only powerconstraint, then both power constraints, while the highest cost is ob-tained for a fixed 4 kW power constraint. This is a direct result of energyarbitrage volumes shown in the same chart. In order to verify feasibilityof the obtained charging schedules, Fig. 11b shows the exceeded OBCand CP limits. The green shaded areas indicate that the injected/ex-tracted power exceeds the CP limit, while the orange shaded areas in-dicate the surpassed CP limit. The CP power limit is exceeded in hours3, 8–10, 23 and 24 by the OBC-only case as the OBC rated power ishigher than the CS1 rated power. On the other hand, the OBC powercapacity is exceeded in hours 15, 16, 19–21 by the CP-only case as the

OBC capacity is lower than the CP capacity during those hours. Caseswith fixed 4 kW power constraint and inclusion of both the OBC and CPpower constraints never exceed the power limits. Therefore, the caseswith only OBC and only CP power constraints provide higher revenuesonly at first sight. However, their real-time operation cannot be phy-sically carried out and they would suffer from additional balancingcosts not included in Fig. 11a. On the contrary, if EVs are too con-strained, as in the case with fixed 4 kW power limit, the EV chargingschedule is overconstrained, which diminishes the arbitrage opportu-nities. This brings us to conclusion that considering both the OBC andCP power constraints results in optimal solution.
6.4. Issue 4

From mathematical perspective, Issue 4 (incomplete costs) dealswith different terms in the objective function. Fig. 12 shows that addingthe cost terms usually omitted in the existing literature significantlyreduces the attractiveness of energy arbitrage. Five objective functions(OF) with different elements are observed:
1. OF1: base case with only the cost of electricity,2. OF2: cost of electricity and battery degradation costs,3. OF3: cost of electricity and grid tariff,4. OF4: cost of electricity and CS tariff,5. OF5: all the costs, including cost of electricity, battery degradationcosts, grid tariff and CS tariff.
The graph in Fig. 12a shows that the total cost rises from −4.0 €inthe electricity-only case to 3.6 €in the case with all relevant costs in-cluded, which makes a huge difference in the EV charging economics.The main factor are degradation costs (OF2 value is 2.2 €), while thelowest impact has the CS tariff (OF4 value is −1.9 €).The overall costs are in direct relation with the volume of arbitrageas the spread in the price between the purchased and is the sold elec-tricity needs to cover for additional costs of battery degradation andtariffs. Therefore, OF5 results in the least charged energy, followed byOF2, as shown in Fig. 12b. With respect to this, total discharged energyreduced from 90,57 kWh in the OF1 case to a mere 4,07 kWh in the all-costs case, as shown in Fig. 12c.

7. Conclusion
This paper has demonstrated on a small example the shortcomingsof the Charging station based concept, which is predominantly used inthe research community. The main drawback of this concept is that itobserves the electric vehicle batteries only when connected to a specificcharging station. This results in suboptimal charging schedules andaggregator revenues. Furthermore, charging stations have to forecastthe battery parameters (arrival and departure times and SOE at arrival

Fig. 11. Results related to Issue 3; left figure - total costs for different sets of power constraints, right figure - EV2 chargins schedule for different power constraints.
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and departure), which further reduces the optimality of the chargingschedule.As opposed to the charging station based concept, which aggregatesthe charging stations, the proposed electric vehicle based concept ag-gregates vehicles themselves. This enables optimal charging schedulefor each electric vehicle, regardless where it is charged. On top of this, itresolves the communication issues as there is no need for electric ve-hicles to send their private data to charging stations. Another issue withthe current literature is the lack of power constraints. This is related tocharging capacities of vehicles on-board charger and charging points, asthe lower of these two values is binding and, thus, both should beconsidered in the models. The electric vehicle charger aggregatorconcept requires vehicles to send the on-board charger capacity data tocharging stations in order to determine their future flexibility volume,which is avoided with the electric vehicle battery concept. The finalissue we identified are incomplete costs of charging as majority of thepublished papers do not consider grid fees or infrastructure costs. In thecharger aggregator model, this infrastructure are vehicles themselves,which means they should send their costs to charging stations so ancharger aggregator can decide on its charging schedule. Again, theproposed battery aggregator model requires charging stations, whichare infrastructure in this case, to send their costs to vehicles and thesecosts are already public.Charging station based system yields sub-optimal results for thevehicle owners. The proposed electric vehicle based system where ve-hicles take the leading role in electricity markets proved to be muchmore economically attractive for the owners. This is especially the casewhen volatility of electricity prices is high. In such case the electricvehicle based model results in 3.87 times lower overall costs for thethree observed vehicles than the charging station based models.Opposed to the electric vehicle based model, the analyzed chargingstation based models cannot accurately anticipate the optimal arrivingand departing state-of-energy and cannot exchange flexibility amongstations. Also, the paper showed that insufficiently modeled constraintsand costs can steer the scheduling results in a wrong direction leadingto infeasible charging/discharging bids and higher actual operatingcosts. Analysis of accurate power constraints points out the value ofhigher installed power capacities both for on-board charger and ex-ternal charging station equipment.The proposed model and the presented results can be of significantvalue for EV aggregators when developing business models and can beapplied to designing charging prices when approaching potential end-users. The initial results suggest that integrating the proposed EVBAapproach could create substantial market advantage and result inhigher profits as compared to the traditional EVCA approach.The validation on a small test case is a first step into the EV-basedsmart e-mobility system research. It provides a proof that the EV-basedsystem yields better results than the traditional approach, however

further investigation is needed to fully capture and demonstrate thesignificance of this improvement. Future research will focus on un-certainty in electric vehicle based models and participation of anelectric vehicle battery aggregator in ancillary services markets and testthe electric vehicle based concept on a large fleet.
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Electric Vehicle Aggregator as an Automatic
Reserves Provider under Uncertain Reserve
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Abstract—Shift of the power system generation from the
fossil to the variable renewables prompted the system opera-
tors to search for new sources of flexibility, i.e., new reserve
providers. With the introduction of electric vehicles, smart
charging emerged as one of the promising solutions. However,
electric vehicle aggregators face the uncertainty both on the
reserve activation and the electric vehicle availability. These un-
certainties can have a detrimental effect on both the aggregators’
profitability and users’ comfort.

State-of-the art literature mostly neglects the reserve activation
or it’s uncertainty. On top of that, they rarely model European
markets which are different that those commonly addressed in
the literature. This paper introduces a new method for modeling
the reserve activation uncertainty based on the real historic
data from the European power system. Three electric vehicle
scheduling models were designed and tested: the deterministic,
the stochastic and the robust. The results demonstrate that
the current deterministic approaches inaccurately represent the
activation uncertainty and that the proposed models that consider
uncertainty, both the stochastic and the robust, substantially
improve the results. Additionally, the sensitivity analysis for the
robust model was performed and it demonstrates how a decision-
maker can choose its level of conservativeness, portraying its
risk-awareness.

Index Terms—Electric Vehicles, Electric Vehicle Aggregator,
Frequency Containment Reserve, Frequency Restoration Re-
serve, Uncertainty

I. INTRODUCTION

Electrification of the transport sector is underway and elec-
tric vehicles (EVs) are rapidly increasing their market share
[1]. Large EV fleets can have an adverse effect on the overall
power system if inadequately controlled, e.g. increasing the
peak power and the balancing needs. The conventional power
system operation is already affected by the heavy penetration
of renewable energy sources and decommissioning of fossil
power plants. Thus, new flexibility sources are needed to
effectively balance the system. Smart EV charging [2] seems to
be a promising solution due to the EVs’ high storage capability
[3] and availability during the day [4].

Balancing the European power systems is based on four
types of reserves [5]: Frequency Containment (FCR), auto-
matic (aFRR) and manual (mFRR) Frequency Restoration, and
Replacement Reserve (RR). The FCR and aFRR are automat-
ically activated reserves (activated upon a frequency deviation
and an automatic generation control signal, respectively) with
fast response and short but more frequent activation events.

The authors are with the University of Zagreb Faculty of Electrical En-
gineering and Computing (e-mails: ivan.pavic@fer.hr; hrvoje.pandzic@fer.hr;
tomislav.capuder@fer.hr).

Generally, there are two value streams when it comes to
reserves, the capacity reservation and the activation fees. The
reservation fee is paid for the availability of a unit to change its
operating point, whereas the activation fee is paid for the actual
delivery of that change [6]. Similar to stationary batteries [7],
EVs are technically better suited for automatic reserves [8]
and providing them can yield high revenues [9]. Therefore, in
this paper we exclusively focus on FCR and aFRR.

Three sources of uncertainty can be linked to the EV en-
ergy and reserve provision algorithms: EVs’ driving patterns,
market prices and reserve activations (RA). Uncertainty on
the EV behaviour negatively affects the EVs’ availability to
deliver the planned services and to respect the EV batteries’
state-of-energy (SOE). This is usually modelled using behavior
scenarios [10], [11], [12], [13] and often includes the second
stage for performing re-dispatching measures [14], [15], [16],
[17]. The second uncertainty stream are price uncertainties
that are commonly addressed through price-taker models using
price scenarios [10], [12], [13], [11] or robust models where
prices are determined as a worst-case scenario for the market
participant [20], [21]. Another approach are the price-maker
models where the aggregated EC battery capacity is assumed
to be large and the market price evolves within the model
itself. In such models the participants are paid on the pay-as-
bid basis [16], [18] or by the market clearing price [19].

The EV behavior and price uncertainties are, in general, well
elaborated in the recent literature. However, there is a gap in
the literature in addressing the RA uncertainty. Deterministic
modeling of RA [13], [14], [17], [21], [22] can create problems
to EV users as well as to their aggregators [23]. The EV
users may suffer from a lower SOE than required for their
next trip if the activated up reserve volume was higher than
anticipated. An insufficient SOE translates into a decreased
comfort level for the EV users and affects their willingness
to participate in reserve provision [11]. On the other hand,
if the EV drivers’ needs are prioritized, the aggregators may
suffer from insufficient energy volumes to back up their day-
ahead (DA) plans. Aggregators may experience issues in the
opposite direction as well. If down reserve is more frequently
activated, the EVs’ SOE will be higher than expected and
they will not be able to follow their DA schedule. Inability to
adhere to the agreed DA schedule causes additional balancing
costs [5], whereas the inability to activate the scheduled
reserve leads to penalization [17], [22], [24] and eventually
disqualification from the reserve market participation [16].
RA uncertainty modeling is thus essential for adequate re-
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serve market participation. One of the possible approaches
is stochastic modeling of the RA, as pursued in [10], [11],
[13], [24]. However, the randomly generated RA scenarios,
instead of the ones based on actual operation data, may not
appropriately address the RA uncertainty [10], [11], [24]. On
the other hand, employment of publicly available data such as
automatic generation control signals (US-style market [13]) or
RA data from the European platforms (e.g. ENTSO-E [18])
as scenarios is more appropriate. Following this logic, the
stochastic model in this paper is designed to utilize such data.

Robust formulation of uncertainty is another approach rarely
used when considering the RA and, to the best of the authors
knowledge, only one paper [21] pursues this idea. It considers
RA as two values: the number of RA during the day (an
integer value) accompanied with a binary value for each call
indicating whether the reserve is fully activated or not activated
at all. However, such modelling approach is more adequate
for manual reserves, while automatic reserves require a more
rigorous uncertainty set. Following this approach, our paper
robustly designs the RA uncertainty of the automatic reserves.

We model two types of reserves (FCR and aFRR) simulta-
neously and perform a comparison between their scheduling.
Contrary to the majority of papers that tackle only the US-style
markets, we focus on modeling the uncertainty of automatic
RA for an EV aggregator based on real data stemming from
the European-style markets. Although European markets were
already investigated in [16], [17], [18], none of these modeled
two types of automatic reserves and none of these based the
uncertainty modeling on publicly available RA data. Addition-
ally, this paper, for the first time, models and compares the RA
uncertainty using the stochastic and the robust approach. Thus,
we summarize contribution of the paper as follows:

1) it statistically analyses the aFRR and FCR historical data
to define the set of RA scenarios as well as uncertainty
sets (US) for the RA,

2) it integrates a newly created scenario set and US of aFRR
and FCR RA into an EV model and casts it as stochastic
and robust linear programs,

3) it designs a data-driven robust optimization model for
reserve and energy bidding of an EV fleet model with
RA as the source of uncertainty;

4) it simulates a simultaneous provision of aFRR, FCR and
DA energy and proves the efficiency and adequacy of the
designed models as compared to the deterministic model.

The rest of the paper is organized as follows. Section II
provides statistical analyses of RA and determines the input
parameters for RA modeling for all observed approaches.
The mathematical background is formulated and elaborated in
Section III, case studies and results are presented in Section
IV, while Section VI highlights the most important findings
and concludes the paper.

II. DEFINING RA UNCERTAINTY

We design three models to adequately address the RA: the
deterministic model (DM), the stochastic model (SM) and
the robust model (RM). They all require some kind of input
parameters for the RA modeling. A statistical analysis of the
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Fig. 1. Activation ratios – historical data (UL - Upper Limit)

RA behavior is required to gain those inputs. As the main
analyzed parameter we choose the RA ratio, which is defined
as the ratio of the Activated Reserve Energies (ARE) and
Accepted Reserve Capacity (ARC) both for FCR and aFRR.
The bids are taken from the RTE for the year 2018 [29]. For
each half-hourly period (and each reserve type and direction)
the RA quantities are calculated as:

(
RA ratiot =

AREt
ARCt ·∆

){UP/DN} {FCR/aFRR}
(A-1)

Visualization of the obtained results from the statistical
analyses for FCR and aFRR is presented in Figure 1. These
data are further used to determine the scalar inputs for the
DM (annual average values equal in all timesteps), to select
scenarios for the SM, and to obtain bounds for the US of the
RM. Also, this dataset will be used to select RA scenarios for
the ex-post validation of the models.

Probability distribution functions for up (UP) and down
(DN) reserves are very similar for both the FCR and the aFRR
(1). The down reserve has a slightly higher annual average
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value for both the FCR and the aFRR. Also, average values
for both UP and DN directions are much higher for aFRR than
for FCR. These average values are used in the DM as fixed
inputs and are shown in the second column in Table I.

Scenarios for the SM are taken as the realized RA ratios for
each reserve type and direction from Jan. 11-20, 2018 (10 in
total). An ex-post validation is performed on scenarios from
April 1, 2018 to July 9, 2018 (100 in total). The examples of
the used scenarios are presented in Figure 2, indicating high
uncertainty range. Each curve represents an RA ratio for one
type of reserve and direction.

For the US of the RM two values are required, the maximum
achieved RA ratios in each timestep and the daily sums
of the RA ratios. The maximum RA ratios represent the
energy that could be activated in one timestep, while the daily
summations represent the energy that could be yielded through
RA in one day. In the following paragraphs connection to the
mathematical framework will are provided, but the equations
themselves are explained in Section III.

The RA ratios for UP and DN reserves are dependent
variables where a high RA value of one direction entails a low
RA value of the other direction and vice versa (valid for both
the FCR and the aFRR). This is modeled in (US-2) and shown
as green (max) and cyan (99%) lines on graphs in Figures 1a
and 1b. The same equation/line also bounds the individual RA
ratios of the UP and DN reserves. The FCR RA ratio never
reaches 1; the maximum ratio for UP RA is 0.47 and for DN
RA 0.73. In 99% the FCR UP and DN RA ratios are lower or
equal to 0.29 and 0.36, respectively. High aFRR RA ratios are
also rare, but more frequent than in the case of FCR. In 99%
of times, the UP and DN RA ratios are lower or equal to 0.96
and 1, respectively, as presented in Figure 1b with the teal-
colored line. The maximum achieved RA ratios used for the
US in the main case study are shown in Table I. Those in the
third column are used for the subproblem (RI-4) and those in
the fifth column are used for the subproblems (RI-5)–(RI-8).

The daily sums of the RA ratios (i.e. specific daily balancing
energy) throughout the year are always within certain upper
and lower limits, which are modeled in the US with constraints
(US-3)–(US-6). The median of the daily sums for each reserve
and direction are shown in Table I in column four for the
main case study (Med). These data are used as both Υ
and Γ parameters for subproblem (RI-4). The minimum and
maximum of the daily sums for each reserve and direction
are shown in Table I in penultimate and ultimate columns,
respectively. These data are later used as Υ and Γ parameters

TABLE I
RA RATIO INPUTS FOR DM AND RM

Model DM RM for (RI-4) RM for (RI-5)–(RI-8)
Parameter A AMAX Γ = Υ AMAX Υ Γ

Input Mean 0.99% Med Max Min Max
UP FCR 0.082 0.36 4 0.73 0.93 8.21
DN FCR 0.085 3.8 1.10 16.64
UP aFRR 0.198 1 9.13 1 2.10 21.31
DN aFRR 0.218 9.70 2.62 20.51

for subproblems (RI-5)–(RI-8). The reason why we use two
different US lies in the risk hedging requirements for two
different objectives. Subproblem (RI-4) deals with financial
risks associated with the total cost (soft constraint), whereas
other subproblems deal with physical risks associated with
the SOE equation (hard constraints). In this paper our focus
is on limiting the battery operation to the feasible space of all
possible scenarios, which is why the stricter US is utilized
for subproblems (RI-5)–(RI-8). Along the main case study
(Subsections V-A and V-B), the sensitivity analysis on US
parameters is provided in Subsection V-C for the US input
parameters of subproblems (RI-5)–(RI-8), while inputs for
(RI-4) are held the same as in Table I.

III. MATHEMATICAL FORMULATION

After presenting the nomenclature, we first develop the
deterministic model, which is used as a baseline for the
stochastic and the robust counterparts.

A. Nomenclature
1) Sets and Indices:
S Set of scenarios, indexed by s ∈ {1, Ns},
T Set of timesteps, indexed by t ∈ {1, Nt},
V Set of vehicles, indexed by v ∈ {1, Nv}.

2) Input Parameters:
∆ Duration of a timestep [h],
Λ Maximum duration of the RA,
A{UP/DN} {FCR/aFRR} Fixed up/down FCR/aFRR RA ratio,
CB
v Capital battery cost for EV v [e ],

CFCH
v,t Fast charging fee [e /kWh],

CDA
t Day-ahead market electricity price [e /kWh],

Bv Battery capacity of EV v [kWh],
CA
{UP/DN} {FCR/aFRR}
t Reserve activation fee [e /kWh],

CR
{UP/DN} {FCR/aFRR}
t Reserve capacity fee [e /kW/∆],

DB
{1/2/3/4} Battery degradation coefficients,

ERUN
v,t Energy used for driving of EV v [kWh],

PCP MAX
v,t Charging point maximum power limit [kW],
P FCH MAX Maximum power limit for fast charging [kW],
POBC MAX
v Max. on-board-charger power for EV v [kW],
SOE

{MIN/MAX}
v Minimum/maximum SOE of EV v [%],

SOET0
v Initial SOE of EV v [%],

η{RUN/V2G} EV driving/V2G discharging efficiency,
η{FCH/SCH} EV fast/slow charging efficiency.

3) Variables:
cOTH Aggregator costs other than reserve activation [e ],
cACT Aggregator costs arising from reserve activation [e ],
cDEG
v,t Degradation cost attributed to EV v [e ],
e
{BUY/SELL} DA
v,t Energy traded in the DA market [kWh],
eDCH
v,t Energy discharged from EV v [kWh],
e
{FCH/SCH}
v,t Energy fast/slow-charged to EV v [kWh],
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eDEG
v,t Energy used for degradation [kWh],
eOTH
v,t Accumulated en. other than from RA [MWh],
eACT
v,t Accumulated energy from reserve RA [MWh],
r
{UP/DN} {FCR/aFRR}
v,t Capacity sold in reserve markets [MW],
soeEV

v,t State-of-energy of EV v [kWh].

B. Abbreviations

ARC Accepted Reserve Capacity,
ARE Activated Reserve Energie,
aFRR automatic Frequency Restoration Reserve,
CP Charging Point,
DA Day Ahead,
DM Deterministic Model,
EV Electric Vehicle,
FCR Frequency Containment Reserve,
OBC On-Board-Charger,
OF Objective Function,
RA Reserve Activation,
RM Robust Model,
SM Stochastic Model,
SOE State-Of-Energy,
US Uncertainty Set,
V2G Vehicle-to-Grid (grid discharge).

C. Deterministic Model – DM

The RA is usually modeled as an annual average of activa-
tions, e.g. [13], [14], [17], [21], [22]. Similarly, our determinis-
tic model (DM), which serves as the baseline, assumes average
annual RA ratio of a particular reserve product. Therefore, the
RA ratio is the same in all timesteps. The objective function
(OF) includes five parts: cost/revenue from energy traded in the
DA energy market, revenue from the power sold as FCR/aFRR
capacity, V2G battery degradation cost, fast-charging cost and
cost/revenue from energy withdrawn/injected as the activated
FCR/aFRR (balancing energy). For brevity, the first four costs
are assigned to cOTH defined in eq. (D-2), while the costs
associated to RA are assigned to cACT defined in eq. (D-3).
Objective function is formulated as:

min
ΞO

(cOTH + cACT); (D-1)

where:
cOTH =

∑Nt

t=1

{∑Nv

v=1

[
eBUY DA
v,t ·CDA

t −eSELL DA
v,t ·CDA

t

−rUP FCR
v,t · CRUP FCR

t − rDN FCR
v,t · CRDN FCR

t

−rUP aFRR
v,t · CRUP aFRR

t − rDN aFRR
v,t · CRDN aFRR

t

+cDEG
v,t + eFCH

v,t · CFCH
v,t

]}
; (D-2)

cACT =
∑Nt

t=1

{∑Nv

v=1

[
−rUP FCR

v,t ·AUP FCR ·∆·CAUP FCR
t

+rDN FCR
v,t ·ADN FCR ·∆ · CADN FCR

t

−rUP aFRR
v,t ·AUP aFRR ·∆ · CAUP aFRR

t

+rDN aFRR
v,t ·ADN aFRR ·∆ · CADN aFRR

t

]}
; (D-3)

Eq. (D-2) sums the DA market costs (consisting of energy
purchase and sell as well as up and down FCR and aFRR
capacity reservation), battery degradation and EV fast charging
cost. On the other hand, eq. (D-3) contains only the RA costs,

where up RA is remunerated by the system operator (hence
the minus sign), while the down RA must be payed to the
system operator (hence the plus sign).

Objective function D-1 is subject to a number of constraints
divided in a number of blocks for easier understanding.

eBUY DA
v,t , eSELL DA

v,t , rUP FCR
v,t ,

rDN FCR
v,t , rUP aFRR

v,t , rDN aFRR
v,t ≥ 0; (D-4)

eSELL DA
v,t /∆− eBUY DA

v,t /∆ + rUP FCR
v,t + rUP aFRR

v,t

≤ min(POBC MAX
v , PCP MAX

v,t ); (D-5)

eBUY DA
v,t /∆− eSELL DA

v,t /∆ + rDN FCR
v,t + rDN aFRR

v,t

≤ min(POBC MAX
v , PCP MAX

v,t ); (D-6)

Eq. (D-4) sets the six market bidding variables as nonnegative.
Eqs. (D-5) and (D-6) limit the total charging/discharging
power available for bidding to the minimum of the On-Board
Charger (OBC) capacity and the Charging Point (CP) capacity.
In other words, (D-5) and (D-6) allocate the available power to
the six market bidding variables appearing in these constraints.

soeEV
v,t = SOET0 ·Bv + eOTH

v,t + eACT
v,t ; (D-7)

eOTH
v,t =

∑t

τ=1

{
eBUY DA
v,τ · ηCH − eSELL DA

v,τ /ηDCH

−ERUN
v,τ /η

RUN + eFCH
v,τ · ηFCH}; (D-8)

eACT
v,t =

∑t

τ=1

{
∆ ·
[
ηCH · (rDN FCR

v,τ ·ADN FCR

+rDN aFRR
v,τ ·ADN aFRR)−1/ηDCH ·(rUP FCR

v,τ ·AUP FCR

+rUP aFRR
v,τ ·AUP aFRR)

]}
; (D-9)

Eq. (D-7) calculates the current SOE based on the initial SOE
and the energy charged/discharged to/from the EV battery
until the timestep t. Energy can be charged/discharged by the
means of the DA market trading, driving, fast charging (D-8)
and RA (D-9). Energy consumed for driving in one timestep
originates from the input data of the EV driving/parking be-
haviour explained in Subsection IV-A. The amount of energy
injected/extracted due to RA is modeled using parameters
A{UP/DN} {FCR/aFRR}∈ [0, 1].

SOEMIN ·Bv ≤ soeEV
v,t + eBUY DA

v,t+1 · ηCH

−eSELL DA
v,t+1 /ηDCH−Λ·∆/ηDCH ·(rUP FCR

v,t+1 +rUP aFRR
v,t+1 )

−ERUN
v,t+1/η

RUN + eFCH
v,t+1 · ηFCH ∀t ∈ T(t 6=Nt); (D-10)

SOEMAX ·Bv ≥ soeEV
v,t + eBUY DA

v,t+1 · ηCH

−eSELL DA
v,t+1 /ηDCH+Λ·∆·ηCH ·(rDN FCR

v,t+1 +rDN aFRR
v,t+1 )

−ERUN
v,t+1/η

RUN + eFCH
v,t+1 · ηFCH ∀t ∈ T(t 6=Nt); (D-11)

SOET0 ·Bv ≤ soeEV
v,t ≤ SOEMAX ·Bv for t = Nt; (D-12)

0 ≤ eFCH
v,t ≤ P FCH MAX ·∆; (D-13)

To ensure the EV batteries will be able to deliver the required
reserves, their capacity is limited in eqs. (D-10) and (D-11)
assuming their full activation. Eq. (D-10) acts as the lower
bound to the SOE, where only the full up RA is considered.
Similarly, eq. (D-11) acts as the upper bound to the SOE
considering the full down RA. These two equations ensure
that the SOE is feasible in each timestep even for the full RA.
Eqs. (D-10) and (D-11) are applied up to timestep t < Nt.
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In the final timestep the conventional SOE preservation eq.
(D-12) is applied. The fast-charging is limited in (D-13).

eDEG
v,t = eSELL DA

v,t /ηDCH − eBUY DA
v,t · ηCH

+∆/ηDCH ·(rUP FCR
v,t ·AUP FCR+rUP aFRR

v,t ·AUP aFRR)

−∆·ηCH ·(rDN FCR
v,t ·ADN FCR+rDN aFRR

v,t ·ADN aFRR); (D-14)

cDEG
v,t >= 0; (D-15)

cDEG
v,t ·Bv >= CB

v ·
[
−DB

1 ·Bv
+DB

2 · eDEG
v,t +DB

3 · (Bv − soeEV
v,t)
]
; (D-16)

cDEG
v,t ·Bv >= CB

v ·DB
4 · eDEG

v,t . (D-17)

Li-ion batteries are prone to degradation, especially when
cycled often. Incorporating degradation cost in the OF may
reduce the battery charging/discharging actions not related to
driving. The degradation is taken into account when discharg-
ing in the DA market or through RA in eq. (D-14). Eq. (D-15)
defines cDEG

v,t as a positive variable. Eqs. (D-16) and (D-17)
bound and calculate the V2G discharging degradation cost.
Those constraints are a linearized form of the degradation
model from [25].

The above constraints (D-4)–(D-17) apply for ∀v ∈ V and
∀t ∈ T , except for eqs. (D-10)–(D-11), which are not valid
for the last period, and for (D-12), which is valid for the last
period only.

D. Stochastic Model – SM

The stochastic model (SM) differs from the DM in the
definition of the RA ratio. While the DM uses a single
value for all timesteps, the SM uses the RA ratio as a time-
dependable parameter obtained from the historic data (details
on how this data is used is explained in Section II). The RA
parameters A{UP/DN} {FCR/aFRR}

s,t and the associated variables
gRA
s , hRA

s , soeEV
s,v,t, e

DEG
s,v,t, c

DEG
s,v,t gain an additional index s in

the SM as compared to the DM. The DM is thus reformulated
using eqs. (S-1)–(S-4). Eqs. in (S-2) are identical as in the DM,
while the SM instances of eqs. (S-3) and (S-4) are additionally
valid ∀s ∈ S.

Objective function:

min
ΞO

[Ps ·
∑Ns

s=1
(cOTH
s + cACT

s )]; (S-1)

subject to: (D-4)− (D-6); (S-2)
(D-3), (D-9), (D-14), ∀s ∈ S; (S-3)

(D-2), (D-7)− (D-8), (D-10)− (D-13),
(D-15)− (D-17), ∀s ∈ S. (S-4)

E. Robust Model – RM

In the robust model (RM), the RA quantities are uncer-
tain parameters (aUP FCR

v,τ,t , aDN FCR
v,τ,t , aUP aFRR

v,τ,t , aDN aFRR
v,τ,t ) whose

boundaries are defined by the uncertainty set (US) defined
in eqs. (US-1)–(US-8) with parameters resulting from the
probabilistic analysis in Section II. The OF (RI-1) of the RM
minimizes the total operating costs for the worst-case RA, i.e.
maximizing the RA throughout the day, (RI-4)–(RI-8). Such
min-max structure cannot be solved directly and an appropriate
RM reformulation described in [30] was used.

The initial formulation of the RM is presented in Section
III-E1, while the US is presented in Section III-E2. Using the
duality theory, subproblems (RI-4)–(RI-8) are recast as duals
and merged with the rest of the constraints creating the final
problem presented in Section III-E3.

1) Initial Formulation:
Objective function:

min
ΞO

(z) (RI-1)

is subject to:
(D-2), (D-4)− (D-6), (D-8), (D-13)− (D-17); (RI-2)

(D-3), (D-9); (RI-3)

max
ΞA

(cACT) ≤ z − cOTH; (RI-4)

max
ΞA

(−eACT
v,t ) ≤ Bv · (SOET0 − SOEMIN)

−Λ ·∆/ηDCH · (rUP FCR
v,t+1 + rUP aFRR

v,t+1 ) + eOTH
v,t+1; (RI-5)

max
ΞA

(eACT
v,t ) ≤ Bv · (SOEMAX − SOET0)

−Λ ·∆ · ηCH · (rDN FCR
v,t+1 + rDN aFRR

v,t+1 )− eOTH
v,t+1; (RI-6)

max
ΞA

(eACT
v,t ) ≤ Bv · (SOEMAX − SOET0)− eOTH

v,t ; (RI-7)

max
ΞA

(−eACT
v,t ) ≤ eOTH

v,t , for t = Nt; (RI-8)

The OF of the RM (RI-1) minimizes the total cost of an
EV fleet. Eqs. (RI-2) are the same as in the DM, while the
uncertain parameters appear in constraints containing the RA
variables, grouped under eq. (RI-3). Eqs. (RI-3) are similar
as in the DM, but the fixed RA parameter is replaced with
the uncertain one. The OF and each constraint containing
the terms with uncertain parameters from (RI-3) are observed
as independent maximization subproblems (RI-4)–(RI-8). The
OF of the DM (D-1) is reformulated to its robust counterpart
presented in eqs. (RI-1) and (RI-4). Eqs. (D-10)–(D-12) are
adequately reformulated into eqs. (RI-5)–(RI-8). Note that the
SOE balance equation (D-7) is already incorporated into the
aforementioned eqs. and that SOE as a variable does not exist
in the robust counterpart.

2) Uncertainty Set:
Subproblems defined by eqs. (RI-4)–(RI-8) are valid
∀ (aUP FCR

v,τ,t , aDN FCR
v,τ,t , aUP aFRR

v,τ,t , aDN aFRR
v,τ,t ) ∈ A, where A is the

following US:

A =
{
aUP FCR
v,τ,t , aDN FCR

v,τ,t , aUP aFRR
v,τ,t , aDN aFRR

v,τ,t |
aUP FCR
v,τ,t , aDN FCR

v,τ,t ≥ 0; (US-1)

aUP FCR
v,τ,t + aDN FCR

v,τ,t ≤ AMAX FCR : ωFCR
v,τ,t; (US-2)

∑t

τ=1
aUP FCR
v,τ,t ≤(ΓUP FCR−1)·It+1 : µFCR

v,t ; (US-3)
∑t

τ=1
aUP FCR
v,τ,t ≥ ΥUP FCR · It : νFCR

v,t ; (US-4)
∑t

τ=1
aDN FCR
v,τ,t ≤(ΓDN FCR−1)·It+1 : ψFCR

v,t ; (US-5)
∑t

τ=1
aDN FCR
v,τ,t ≥ ΥDN FCR · It : χFCR

v,t ; (US-6)

(US-1)–(US-6) are analogous for aFRR.
}

; (US-7)
(US-1)–(US-7) are similar for (RI-4)–(RI-8). (US-8)
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Fig. 3. Eqs. (US-3) – (US-6) right-hand-side visualization

General explanation. The US presented in eqs. (US-1)–
(US-6) applies to the FCR service and the subproblem stated
in (RI-5) as an exemplary formulation. The eqs. for aFRR
are analogous to (US-1)–(US-6), as indicated in (US-7). For
other subproblems the formulations are similar to eqs. (US-1)–
(US-7), as indicated in (US-8). The form is the same and the
differences are in the indexations of summations and dual vari-
ables. Those formulations are omitted due to succinctness of
the paper. Please note that each of the five subproblems (RI-4)–
(RI-8) contains one uncertainty set A with their own four un-
certain parameters (aUP FCR

v,τ,t , aDN FCR
v,τ,t , aUP aFRR

v,τ,t , aDN aFRR
v,τ,t ). In

total our master problem has 5 · 4 = 20 uncertain parameters.
Following this reasoning, each of the eqs. (US-1)–(US-6) can
have different US parameters at the right-hand-side (RHS; the
ones used in this paper are presented in Table I) and have
different dual variables.

Explanation of the US formulation for FCR service and
subproblem (RI-5). Eq. (US-1) sets all uncertain parameters
(aUP FCR
v,τ,t , aDN FCR

v,τ,t ) as non-negative. Eq. (US-2) limits the sum
of UP and DN FCR activation variables in each timestep. This
equation is visualised as green or cyan line in Figures 1a and
1b. Values of AMAX used in this paper are shown in Section
II, Table I. This constraint limits both the individual UP and
DN activations, as well as their summation. This stems from
the historic data analysis that indicates if the activation in one
direction is high, the activation in the other direction will be
low and vice versa. Eqs. (US-3)–(US-6) consider the daily
sums of the RA ratios (daily specific balancing energy). Eqs.
(US-3) and (US-5) (eqs. (US-4) and (US-6)) state that total
RA ratio up to a certain timestep must be lower (higher) than
its limiting value on the right-hand-side. Parameters Γ and Υ
stand for the upper and lower limits of the daily sums of RA
ratios and they are defined in Section II, Table I. Index t stands
for the observed timestep, while the auxiliary index τ iterates
through all the previous timesteps to sum the RA variables.
Parameter It on the right-hand-side represents a uniformly
distributed range ∈ [0, 1] through time. At timestep t = 1
it equals 0, in t = Nt/2 it equals 0.5, while in t = Nt it
equals 1, as shown in Figure 3. The right-hand-side in t = Nt
equals to Γ or Υ, while they are linearly scaled with It in the
previous timesteps. In t = 1 those constraints are not binding

as It is 0. The RHS of eqs. (US-3)–(US-6) are shown in Figure
3, where the blue and red (yellow and green) lines represent
limits in each step t for

∑t
τ=1 a

UP FCR
v,τ,t (

∑t
τ=1 a

DN FCR
v,τ,t ).

3) Final Formulation:
Objective function:

min
ΞO

(z) (RF-1)

subject to:
(D-2), (D-4)− (D-6), (D-8), (D-13)− (D-17); (RF-2)

(D-3), (D-9); (RF-3)

AMAX FCR ·
∑t

τ=1
ωFCR
v,τ,t

+
[
(ΓUP FCR-1) · It+1

]
·µFCR
v,t +ΥUP FCR ·It ·νFCR

v,t

+
[
(ΓDN FCR-1) · It+1

]
·ψFCR
v,t +ΥDN FCR ·It ·χFCR

v,t

AMAX aFRR ·
∑t

τ=1
ωaFRR
v,τ,t

+
[
(ΓUP aFRR-1) · It+1

]
·µaFRR
v,t +ΥUP aFRR ·It ·νaFRR

v,t

+
[
(ΓDN aFRR-1) · It+1

]
·ψaFRR
v,t +ΥDN aFRR ·It ·χaFRR

v,t

≤ Bv · (SOET0 − SOEMIN)

−Λ ·∆/ηDCH · (rUP FCR
v,t+1 + rUP aFRR

v,t+1 ) + hNRA
v,t+1; (RF-4)

ωFCR
v,τ,t + µFCR

v,t + νFCR
v,t ≥

∆/ηDCH · rUP FCR
v,τ : aUP FCR

v,τ,t ; (RF-5)

ωFCR
v,τ,t + ψFCR

v,t + χFCR
v,t ≥

−∆ · ηCH · rDN FCR
v,τ : aDN FCR

v,τ,t ; (RF-6)

ωFCR
v,τ,t, µ

FCR
v,t , ψ

FCR
v,t ≥ 0; (RF-7)

νFCR
v,t , χ

FCR
v,t ≤ 0; (RF-8)

(RF-5)–(RF-8) are analogous for aFRR; (RF-9)
(RF-4)–(RF-9) are similar for (RI-4)–(RI-8). (RF-10)

General explanation. The final robust formulation (RF-1)–
(RF-10) contains an exemplary subproblem (RI-5) and FCR
service. Eqs. (RF-1)–(RF-3) are the same as in the RI for-
mulation. Eqs. (RF-4)–(RF-8) are related to the exemplary
subproblem and service. Eq. (RF-9) spreads the model over
the aFRR dual constraints and they are the same as for the
FCR reserve (only with the aFRR variables and parameters).
Eq. (RF-10) spreads the model on subproblems (RI-4), (RI-6)–
(RI-8). Equations for those subproblems are of the same form
but with the differences in the indexations of summations
and dual variables. Those formulations are omitted due to
succinctness of the paper.

Explanation of the final robust formulation for FCR
service and subproblem (RI-5). Eqs. (RF-4) represents a
strong duality equation including both the FCR and aFRR
services in both directions. At the left-hand-side (LHS) the
dual variables are multiplied with their related uncertainty
parameters, while the RHS is forwarded from eq. (RI-5).
Dual constraints for uncertain parameters aUP FCR

v,τ,t and aDN FCR
v,τ,t

are presented in eqs. (RF-5) and (RF-6), respectively. The
LHS contains all the related dual variables and their linear
combination, while the RHS stems from the objective function
of subproblem (RI-5). Eqs. (RF-7) and (RF-8) set the dual
variables as non-negative and non-positive, respectively. Those
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constrains arise from the inequality directions from the eqs.
(US-2)–(US-6).

Eq. (RF-4) applies ∀t ∈ T and ∀v ∈ V , while eqs. (RF-5)–
(RF-8) additionally apply ∀τ ∈ T , τ < t.

IV. CASE STUDIES

The case study employs three models: the DM with average
annual RA, the SM with 10 ex-ante RA scenarios (scenario
examples are given Figure 2) and the RM with the US based
on the real balancing data. The outcome of the models are
DA schedules, whose quality is assessed using one hundred
historical RA scenarios in ex-post analysis.

A. Input Parameters

The EV driving/parking behaviour was consolidated from
the European driving study [4], [27], and [28]. The data was
restructured to represent 5-min EV driving/parking behaviour.
Vehicle type and average trip speed were used as inputs to
calculate the EV consumption while driving. Starting/finishing
trip locations were used to assign instantaneous CP capacity,
i.e. to choose the CP type. Three CP types were avail-
able: low (3.7 kW), medium (7.4 kW) and high (11 kW).
Starting/finishing trip times were used to assign whether an
EV is driving or parked. The 5-min timestamps were then
summarized into half-hourly periods to match the half-hourly
optimization time resolution. As a result, for each EV and
each half-hourly period, two input parameters were created:
EV driving consumption (ERUN

v,t in eq. (D-7)) and maximum
CP power (PCP MAX

v,t in eqs. (D-5) and (D-6)). The data-set
for France was used with the total of 581 EVs divided into
three types based on vehicle type (battery capacity, OBC size,
fleet share): small (20 kWh, 3.7 kW, 30%), medium (40 kWh,
7.4 kW, 40%) and large (60 kWh, 11 kW, 30%). The total
fleet capacity is 23.08 MWh, and the total OBC power is
4.26 MW. The EV battery capacity limits are SOET0 = 0.6,
SOEMAX = 1, SOEMIN = 0.2.

B. Characteristic Days
The models are tested on four characteristic days:
• Day 1 – energy price curve with low daily volatility and

low FCR capacity price,
• Day 2 – energy price curve with low daily volatility and

high FCR capacity price,
• Day 3 – energy price curve with high daily volatility and

low FCR capacity price,
• Day 4 – energy price curve with high daily volatility and

high FCR capacity price.
The prices are taken from the French electricity exchange and
transmission system operator websites for 2018-2019 [29]. The
aFRR price is the same in all four days as its price in France
is regulated.

C. Case Studies Introduction
When the reserve is scheduled in the DA, its activation

in real-time affects the SOE of a particular EV. If the RA
at a certain timestep is such that it steers the SOE to its
limits and disables the adherence of the planned DA sched-
ule, the aggregator must redispatch this EV by trading in

subsequent intraday/balancing markets to backtrack the SOE
to its DA-planned value. In reality, the SOE limits cannot
be violated as any kind of charging or discharging would
stop if the EV reaches its battery limits. However, in the
ex-post analysis carried out in Section V the violation of
the SOE limits is used as an indicator when the EV DA
scheduling algorithm incorrectly models the RA uncertainty.
The goal of the proposed algorithms is to ensure that even
without trading in subsequent markets, or any other kind of
redispatching, the RA does not cause infeasible SOE levels
and inability to provide the promised services. Please note
that converting the mentioned indicators to financial values
or penalization would require detail modeling of the intraday
and balancing markets, imbalance settlement and unsupplied
reserve penalization fee, which would broaden the scope of
the paper without the effect on the objective of this research,
which is the exact modeling of reserve activation uncertainty.
Therefore, we use the following terms as validation indicators
of inadequate uncertainty modeling: minimum or maximum
SOE of individual EV, number of EVs within the fleet with
SOE outside its bounds, total energy outside the SOE bounds
for the whole EV fleet.

V. RESULTS AND DISCUSSION

Using the US parameters from Table I the main analysis is
performed to compare the three observed models. A detailed
analysis of the daily schedules/profiles and EVs violating the
constraints is shown in Section V-A. The relevant results are
given as timeseries in Figures 4–6 for Day 1. The Section
V-B expands the analysis on four characteristic days using the
aggregated results presented in Table II.

Section V-C focuses only on RM and Day 1 to provide
a sensitivity analysis on the input parameters for the US.
The sensitivity analysis is done only for the US inputs of
subproblems (RF-5)–(RF-8), while the inputs for (RF-4) are
held fixed (the values from the Table I). The results are
presented as bar graphs for different US parameters and shown
in 7.

A. Day-ahead Plans – Day 1
Figures 4–6 show the results of the three models. Subfigures

to the left show the DA schedules and subfigures to the right
show how those plans affect the SOE constraints of the EV
fleet. The DM schedules maximum aFRR (at higher price as
compared to the FCR) in both directions plus it schedules
a large amount of DA charging energy to compensate for
the missing energy. Due to a high amount of the scheduled
reserves, a high number of EVs end up with their SOE limits
violated in both directions (up to 581) and by a significant
margin (up to -164% and 210%). In Figure 4b) the solid lines
denote SOE in % and the dashed lines represent the number
of EVs outside the limits in the worst-case scenario Max and
excluding the 10% of the worst scenarios Q10.

The SM adjusts the reserve schedule to its ex-ante scenarios
and results in variable reserve schedules where both the FCR
and the aFRR are utilized in both directions, as shown in
Figure 5. The down reserve is scheduled more frequently to
avoid charging in the DA energy market. Even though the
aFRR reserve is better priced, the FCR is scheduled more
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Fig. 6. Robust Model – Day 1

frequently since it is less stochastic. The number of EVs
beneath the SOEMIN level is negligible during the entire day,
whereas during the daytime a certain amount of EVs can
surpass SOEMAX (up to 71 EVs and up to 155% of SOE).

The RM adjusts the reserve schedule to find a trade-off
between the OF value and the worst-case RA. It schedules
the reserve rather uniformly through the day and selects only
aFRR in down direction (higher price than FCR), as presented
in Figure 6. DA energy charging and discharging is utilized to
create the optimal working point for each EV, i.e. to maximize
reserve provision for the worst-case realization of uncertainty.
There are almost no EVs surpassing SOEMAX. The morning
peak of such EVs is visible in Figure 6b), but their SOE is
only slightly above SOEMAX (110% as compared to 155%
for the SM and 210% for the DM). The reason for this lies in
the linear representation of I(t) to model the activated energy.
None of the EVs have an SOE beneath SOEMIN for the RM
versus a negligible number for the SM (8 EVs down to -
8.83%) and a significant number for the DM (556 EVs down

to -164%). It can be concluded that both the SM and the RM
compromise between the revenue and the uncertainty but in
their unique way and that the EVs rarely surpass their SOE
limits.

B. Summarized Results – All Days

The results shown in Table II are separated into three major
segments, providing the statistics on: I) the realized costs, II)
the EVs whose SOE is theoretically lower than SOEMIN, III)
the EVs whose SOE is theoretically higher than SOEMAX.
Shaded cells highlight the worst results for a specific reference
day, while the best results are in bold text.

As seen in Figures 4–6, the DM provides maximum possible
reserve at the expense of the provision infeasibility. Thus, it
displays the lowest costs in segment I of Table II. Min Cost
for the DM ranges from -2570 to -1860 e , while Max Cost is
in between -290 and -30 e . The RM, due to its strict US on
the SOE limits but loose US on the OF, provides the highest
cost solution. Min Cost for the RM is always higher than -50
e and Max Cost is always higher than 340. However, the DM
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TABLE II
AGGREGATE RESULTS FOR TWO REFERENCE DAYS BASED ON 100 EX-POST SCENARIOS SIMULATION

Observed Results Day 1 Day 2 Day 3 Day 4
DM SM RM DM SM RM DM SM RM DM SM RM

I) Min Cost [103 e ] -2.51 -0.20 0.01 -1.86 -0.59 -0.05 -2.57 -0.21 0.04 -1.87 -0.60 -0.03
Max Cost [103 e ] -0.07 0.28 0.34 -0.29 0.09 0.38 -0.03 0.31 0.34 -0.29 0.12 0.37

II)
Min SOE [%] -164.11 8.83 20.00 -37.78 4.99 20.00 -141.48 6.70 20.00 -36.81 4.76 20.00

Max ΣSOE < [MWh] 25.12 0.01 0.00 4.34 0.02 0.00 23.97 0.01 0.00 3.98 0.03 0.00
Max #EV < [#] 581 8 0 523 21 0 581 7 0 520 26 0

III)
Max SOE [%] 209.89 154.97 109.60 190.26 176.93 106.84 213.27 149.01 111.78 188.53 181.31 109.37

Max ΣSOE > [MWh] 16.15 0.27 0.15 12.95 0.50 0.31 16.15 0.36 0.22 12.41 0.60 0.10
Max #EV > [#] 580 71 139 572 307 420 580 89 170 570 457 105

would suffer greatly from the penalties related to the energy
and reserve redispatching in the real time, whereas the RM
would be mostly intact by them, i.e. it would be robust to the
risks of not being able to provide the scheduled services. The
SM is in between these two models, with Min Cost ranging
from -200 to -600 e and Max Cost in between 90 and 310
e .

In segments II) and III) of Table II, Min/Max parameters
refer to the worst realization of the observed parameter. In
segment II), Min SOE corresponds to the lowest EV SOE
realized in the ex-post analysis. The lowest Min SOE is always
achieved for the DM with -164.11% in the worst characteristic
day (Day 1). The SM yields better results as compared to the
DM, but Min SOE is still underneath the allowable limits of
20% (for the worst reference day – Day 4 it is 4.76%). The
lowest SOE in the RM is just at the lower SOE limit, i.e. 20%,
meaning it does not violate the SOEMIN limit in any of the
observed reference days. Max ΣSOE< indicates the overall
energy below SOEMIN for the entire fleet in one timestep.
The DM results in highest energy mismatch, going as high as
25 MWh of unsupplied energy, the SM is in range of several
dozens kWh, and the RM is without such energy mismatch.
Max #EV< indicates the number of EVs with SOE falls below
SOEMIN in the worst case. In the DM, all or almost all EVs
(520-581) suffer from the SOE lower than SOEMIN . The SM
schedule results in up to 26 EVs below SOEMIN, whereas the
RM model does not suffer from this issue.

The parameters from segment III) in Table II are analogous
to those from segment II), they just refer to the EVs’ upper
SOE limits. Max SOE is the highest for the DM (up to
213.27%), closely followed by the SM (up to 181.31%), and
by far the lowest for the RM (up to 111.78%). High Max
Σ>SOE values are achieved for the DM (up to 16.15 MWh),
whereas the SM and RM are in the range of several hundreds
kWh (RM lower for all characteristic days). Maximum number
of EVs above SOEMAX (Max #EV>) is extremely high for
the DM (almost all EVs, 570-580), but also relatively high for
the SM and RM as well (up to 457 and 420, respectively).
For the first three characteristic days the SM even achieves
better results than the RM. However, these numbers should
be observed in relation to the maximum value of SOE. The
high number of EVs above SOEMAX for the RM means high
number of EVs whose SOE is just slightly above SOEMAX.

To conclude this results analysis, from the perspective of the
SOE limits violation the RM provides the best solution closely
followed by the SM. The DM is prone to high deviations in
the actual realization of RA.

C. Sensitivity Analysis - Day 1

Sensitivity analysis for the robust model US input parame-
ters was preformed for Day 1. Five test US are defined for
subproblems (RF-5)–(RF-8) for the daily sums of the US
parameters (Υ and Γ):
• Q0 - max/min data, the same as in Table I,
• Q1 - neglecting 1% of the worst activations,
• Q5 - neglecting 5% of the worst activations,
• Q10 - neglecting 10% of the worst activations,
• Q25 - neglecting 25% of the worst activations.
The maximum achieved RA ratio (AMAX) for each test US

was held fixed as in Table I. All US inputs for subproblem
(RF-4) are also held fixed for each test US as in Table I.

The goal of this analysis is to check whether the US
constraints can be loosened to increase profit by providing
more reserve but without sacrificing the feasibility of the
EV conditions in the real-time. Figure 7 shows four types
of indicators: min/max individual SOE (right axis in %) and
min/max fleet-wise energy exceeding the SOE limits (left axis
in MWh).

The QO UC shows a conservative solution where the entire
range of uncertainty is considered and no infeasible SOE can
appear in real-time (the daily profile is visible on Figure 6).
If a portion of uncertainty is neglected, more issues appear in
the real-time. By neglecting more uncertainty, more potential
issues arise, as seen for cases Q1–Q25 in Figure 7. For this
characteristic day even the results for Q10 seem sufficiently
risk-free. Even if we neglect 25% of uncertainty, as in Q25,
the results are still more resistant to uncertainty than in the
DM. On the other side, neglecting uncertainty leads to more
allocated reserves, meaning that profits can be poured into the
aggregators pockets. The scheduling result for the Q10 test
US is shown in Figure 8. Compared to Q0 (Figure 6), Q10
allocates more reserve. In average, the Q0 US schedules 2.96
x 10−4 MW aFRR UP and 1.62 MW aFRR DN, while the
Q10 US schedules 0.13 MW aFRR UP and 2.86 MW aFRR
DN reserve.

The value of the robust model is that the decision maker
can choose its preferred level of conservativness. A risk-prone
aggregator can take liberal decisions gambling with the real-
world conditions such as Q25, while the risk-averse will be
satisfied with Q0 or Q1 input setup.

VI. CONCLUSION

The paper brings a novel approach to modelling uncertainty
of scheduling the automatic reserves activation (both aFRR
and FCR) in European markets. It proposes stochastic- and
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robust-based optimization models, where scenarios and uncer-
tainty sets are based on an analysis of the real-world histor-
ical data. The existing deterministic model fails to properly
accommodate the uncertain aspects of the reserve activation.
The presented case study clearly demonstrates the advantages
of the proposed approaches.

Although claiming high DA benefits, the deterministic
model results in extreme individual violations of the EVs’
battery SOE limits, ranging from -160% to above 200%
SOE. Additionally, it results in high fleet-level deviations,
from 25 MWh above SOEMAX to 15 MWh below SOEMIN.
These deviations would, in reality, manifest as an inability
to provide the scheduled DA energy, activated reserve energy
or driving energy. The stochastic and robust formulations
decrease the risks related to infeasible reserve activations.
Minimum and maximum individual SOE levels achieved in
the stochastic model are 4.76% and 181.31% of SOE and
in the robust model 20% and 111.78% SOE. At the fleet
level, energy levels below SOEMIN are negligible, while levels
above SOEMax are in the range of dozens of kWh. Both for-
mulations are technology-agnostic and can be implemented in
other algorithms (redispatch measures, other markets, adaptive
robust algorithms, etc.) and paired with price, behavior or bid
acceptance uncertainties. However, the robust model is more
flexible and there are many improvements to be made on top
of the the features presented in this paper, e.g. it can be further
tailored for specific needs tightening or relaxing specific US
parameters.
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[2] I. Pavić, T. Capuder, and I. Kuzle, “Low carbon technologies as providers
of operational flexibility in future power systems,” Appl. Energy, vol.
168, pp. 724–738, Apr. 2016.

[3] International Renewable Energy Agency, Innovation landscape brief:
Electric-vehicle smart charging, Technical Report, 2019.

[4] G. Pasaoglu, D. Fiorello, A. Martino, G. Scarcella, A. Alemanno, A.
Zubaryeva, an C. Thiel, “Driving and parking patterns of European car
drivers - a mobility survey,” European Commission Report, 2012.

[5] ENTSO-E, “ENTSO-E Balancing Report,” 2020.
[6] ACER, “ACER Market Monitoring Report 2019 – Electricity Wholesale

Markets Volume,” ACER Market Monitoring Report 2018 — Electricity
Wholesale Markets Volume, 2019.

[7] J. Figgener et al., “The development of stationary battery storage
systems in Germany — A market review,” J. Energy Storage, vol. 29,
p. 101153, Jun. 2020.

[8] Ramboll, “Ancillary Services From New Technologies,” Technical Re-
port, 2019.

[9] J. Engels, “Integration of Flexibility from Battery Storage in the Elec-
tricity Market,” PhD Thesis, 2020.

[10] M. Alipour et al., “Stochastic scheduling of aggregators of plug-
in electric vehicles for participation in energy and ancillary service
markets,” Energy, vol. 118, pp. 1168—1179, Jan. 2017.

[11] M. Shafie-Khah, M. P. Moghaddam, M. K. Sheikh-El-Eslami, and J. P. S.
Catalao, “Optimised performance of a plug-in electric vehicle aggregator
in energy and reserve markets,” Energy Convers. Manag., vol. 97, pp.
393—408, Jun. 2015.

[12] I. Momber et al., “Risk averse scheduling by a PEV aggregator under
uncertainty,” IEEE Trans. Power Syst., vol. 30, no. 2, pp. 882—891,
Mar. 2015.

[13] S. I. Vagropoulos and A. G. Bakirtzis, “Optimal bidding strategy for
electric vehicle aggregators in electricity markets,” IEEE Trans. Power
Syst., vol. 28, no. 4, pp. 4031—4041, 2013.

[14] P. Sanchez-Martin, S. Lumbreras, and A. Alberdi-Alen, “Stochastic
programming applied to ev charging points for energy and reserve
service markets,” IEEE Trans. Power Syst., vol. 31, no. 1, pp. 198–205,
Jan. 2016.

[15] R. J. Bessa and M. A. Matos, “Optimization models for EV aggregator
participation in a manual reserve market,” IEEE Trans. Power Syst., vol.
28, no. 3, pp. 3085–3095, 2013.

[16] C. Goebel and H. A. Jacobsen, “Aggregator-Controlled EV Charging
in Pay-as-Bid Reserve Markets with Strict Delivery Constraints,” IEEE
Trans. Power Syst., vol. 31, no. 6, pp. 4447—4461, Nov. 2016.

[17] P. Hasanpor Divshali and C. Evens, “Optimum Operation of Battery
Storage System in Frequency Containment Reserves Markets,” IEEE
Trans. Smart Grid, vol. 11, no. 6, pp. 4906—4915, Nov. 2020.

[18] M. Merten et al., “Bidding strategy for battery storage systems in the
secondary control reserve market,” Appl. Energy, vol. 268, p. 114951,
2020.
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[Pub11] I. Pavić, T. Capuder, and I. Kuzle, “Fast charging stations — Power and ancillary

services provision,” in 2017 IEEE Manchester PowerTech, IEEE, Jun. 2017, pp. 1–6,

ISBN: 978-1-5090-4237-1. DOI: 10.1109/PTC.2017.7981190.
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HRO CIGRÉ, 2017, pp. 1–10.
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Abstract — The paper analyses the impact of Electric Vehicle 
(EV) integration into different power systems and their flexibility 
potential in mitigating the uncertainty and variability of 
renewable energy sources (RES) generation. The problem is cast 
as Mixed Integer Linear Programming (MILP) unit commitment, 
modelling different generation mix/technologies over a number of 
scenarios. The results, as expected, show that different EV 
charging strategies have different impacts on power system 
operation and unit scheduling. In addition, the analyses support 
the premises that the greater number of EVs, with coordinated 
charging strategies, can have environmental benefits in terms of 
reducing CO2 emissions in addition to reducing wind curtailment 
and system operation costs. These benefits are more obvious in 
low flexible power systems characterized by dominantly thermal 
power plants, while they are less pronounced in balanced hydro 
thermal systems.  

Keywords—electric vehicles; renewable energy sources 
integration; mixed integer linear programming (MILP); power 
generation scheduling; spinning reserve; power system flexibility 

NOTATION 

The notation used is listed below for quicker reference. 

Parameters 
Δ Time period [h] 
ρ Frequency response slope  
ηh Efficiency of hydro power plants [%] 
ηhp Pumping efficiency of pump-storage [%] 
A Fixed cost of thermal units [$/h] 
Ah Fixed cost of hydro units [$/h] 
B Variable cost of thermal units [$/MWh] 
Bh Variable cost of hydro units [$/MWh] 

Cshed Load shedding penalties  [$/MWh] 
Cshut Shut-down cost [$] 
Cstart Start-up cost [$] 
Cover Generation shedding penalties [$/MWh] 
Emc Carbon emissions penalties [$/kgCO2] 
Emr Carbon emissions rate [kgCO2/MWh] 

Emrstart Start-up carbon emissions rate [kgCO2] 
Fdn Total downward frequency response [MW] 
Fup Total upward frequency response [MW] 
G Total number of thermal units of type i 

Gh Total number of hydro units of type i 
H Hydro power plant head [m] 
I Hydro power plant inflow [m3/s] 

kv Reservoir water loss coefficient [%] 
Ni, Nih and 

NEV 
Number of thermo, hydro and EV types 

narr Number of EVs arriving to the grid 
ng  Number of EVs connected to the grid 

nleav Number of EVs leaving the grid 
Pevmax, Pevmin Maximum and minimum EVs charge, 

discharge [MW] 
PMAX ,PMIN Generation limits of thermal PP [MW] 

PMAXh ,PMINh Generation limits of hydro PP [MW] 
Qmax, Qmin Turbine outflow limits [m3/s] 
Rup; Rdn,  Total upward/downward reserve [MW] 

Scons Energy accumulated in one EV of type i after 
trip [MWh] 

Sev0 Initial energy stored in EVs [MWh] 
Smax Max capacity of one EV of type I [MWh] 

Tdn, Tup Minimum down/up time of thermal PP [h] 
Vk Water storage reservoir limit [m3] 

Vdn, Vup Ramp down/up rate [MW/h] 

Variables 
ηc EVs charging efficiency 
ηd EVs discharging efficiency 
Ω Wind curtailment [MW] 

ag, ap Pump-storage decision variable 
CHE Hydro power plant total cost [$] 
CTE Thermal power plant total cost [$] 
Em Total carbon emissions [kgCO2] 

eminus Load shedding [MW] 
eplus Generation shedding [MW] 

fdn ; fup Frequency response of thermal PP [MW] 
fdnh ; fuph Frequency response of hydro PP [MW] 

P Thermal power plants generation [MW] 
n ; nh Number of thermal/hydro units currently 

operating 
Pgridc EVs demand, charging power [MW] 
Pgridd EVs generation, discharging power [MW] 

Ph Hydro power plants generation [MW] 
Pp Pump-storage pumping [MW] 
Sarr Energy stored in EVs arriving to the grid 

[MWh] 
Sev Energy stored in EVs connected to the grid 

[MWh] 
Sleav Energy stored in EVs leaving the grid [MWh] 
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Q Turbine outflow of hydro power plants [m3/s] 
Qp Pump flow of pump storage [m3/s] 

rdn ; rup Reserve of thermal PP units [MW] 
rhdn ; rhup Reserve of hydro PP units [MW] 

S Water reservoir spillage [m3/s] 
V Volume of water reservoir [m3] 
von Number of start-up gen. units at time t 
voff Number of shut down gen. units at time t 
w  Wind power plants generation [MW] 
xc Binary variable, if 1 then EVs are charging 
  

I. INTRODUCTION  

Electric power systems are undergoing dramatic changes 
and challenges. Renewable energy sources penetration is on the 
increase and the integration of large shares of electric vehicles 
(EVs) are one of the biggest challenges. Even though RESs and 
EVs can help reduce CO2 emissions and increase autonomy of 
power systems they can also bring disadvantages due to their 
intermittent characteristics. They can reduce the robustness of 
the power system and can increase the need for the reserve 
levels [1]. 

It is not uncommon to have a renewable energy surplus in 
certain generation mixes and adaptation of specific 
management strategies are required in order to avoid renewable 
generation curtailment [2]. This trend will gain on significance 
and different integration concepts in various generation mixes 
will need to be considered [3]. Different systems have different 
requirement for flexibility. And interdependence of reserve 
requirement and wind power generation is very important [4]. 

The goal of a unit commitment problem is to determine the 
outputs of all the generators with the aim to reduce the overall 
operational cost. All the constraints and unit parameters must 
be taken into account [5]. The inclusion of high wind 
generation and EV shares changes the unit commitment 
priorities of traditional power plants (hydro and thermal) [6]. 

The capability to control the charging of the EVs when they 
are plugged will lower system costs and provide additional 
support to power system and enable better integration of 
renewable energy sources. [7] estimates the cost of plug-in 
electric vehicle and benefits of their implementation in power 
system. To the opposite, this paper focuses more on reducing 
curtailed wind for different shares of EVs in total load and 
investigates global impact of large EVs integration on flexible 
and non-flexible generation mixes. EVs can be used to provide 
temporal/energy arbitrage as a flexible load or as additional 
load capable of reducing the overall system price instead of 
increasing it. Strategies for coordinated control of all plugged 
EVs are an important development direction [8], [9]. 

II. MODEL FORMULATION 

Mixed-integer linear programming model was developed in 
commercially available solver FICO Xpress [10]. The input 
data is read from the external excel data sheets where the 
results are stored and processed. The model is used to solve 
unit commitment problem in different scenarios. The modelled 
system consists of Ni thermo and nuclear power plants, Nih 
hydro and pumped hydro and wind with addition of electric 

vehicles. The total power of this global power system is 50 
GW. The scenario analysis was conducted with various shares 
of generation technologies to simulate different systems with 
different inherent flexibility for the acceptance of large wind 
production and EV fleets. The parameters of generation units 
can be found in the appendix. 

A. Objective function 

Objective function (1) is the sum of fixed and variable costs 
of hydro (HE) and thermal (TE) power plants. To ensure the 
optimality of reached solutions two additional variables are 
introduced: eminus and eplus representing the surplus or deficiency 
of energy in the system. Cshed represents VOLL (Value Of Lost 
Load), the biggest price consumers are willing to pay to ensure 
no outages at their side occur. Penalty for the injection of 
energy that is not needed (surplus) is represented with Cover. 
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TPP cost (CTE) consists of 3 parts, start-up costs (Cstart/Cshut), 
operational costs and emissions costs (Emc). Operational costs 
are dependent on the fuel consumption curve and are 
approximated by the linear characteristic showing the 
dependency of operational costs on output power. In equation 
(2) fixed costs (A) are not dependent on output power of plant i 
in time step t (P(t,i)) whereas variable costs (B) are. 
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 (2) 

Vector n shows how many TPPs are in operation at any given 
moment while von and voff show how many of them have been 
turned on or off. 
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          (3) 

Emissions consist of start-up emissions (Emrstart) and follow up 
emission in operation (Emr). 

           , , ,on rstart rEm t i v t i Em i P t i Em i              (4) 

HPP costs are also divided on fixed (Ah) and variable cost 
(Bh). They are being considered because in case of surplus of 
renewable energy the water energy is shed. Vector nh shows 
how many HPPs are in operation at any given moment while 
Ph is HPPs output power and Pp is pumping output of pump 
storage (PS). 
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B. System constraints 

The basic equilibrium between the generation and 
production must be satisfied at all time steps. In equation (6) 
contributors on the left side are: TPP generation, HPP 
generation, wind generation, EVs charge and discharge, surplus 



and deficiency of energy, and on the right total system demand 
(D).  
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 (6) 

The power system must have certain amount of flexibility 
to compensate unplanned changes in production or in 
consumption, also distinction is made between slow and fast 
changes. Therefore upward and downward reserves (secondary 
f-P control) are introduced for slower and longer changes (e.g. 
generator outages). It is assumed that reserve is modelled with 
the synchronized generators. Sum of spinning reserve from 
hydro (rhup, rhdn) and thermo generator units (rup, rdn) must meet 
the system requirements (Rup, Rdn) at any given time step: 
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                     (7) 

The required reserve increases through time. It is the 
smallest in the first hour of time horizon and increases towards 
the end (24th hour). This is caused by the increase of standard 
deviation of forecast error of output power of RES generation 
and consumption in commonly used 24 hour planning horizon. 

Primary f-P control is done by thermo (fup, fdn) and hydro 
(fhup, fhdn) turbine regulators that compensate fast and sudden 
changes in frequency (Fup, Fdn): 
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          (8) 

Detailed model of spinning reserve and frequency response 
characteristics of TPP can be found in literature [11]. 

C. Thermal and hydro power plants 

In the following section characteristics of traditional power 
plants are described. The thermal power plants are described in 
short. Due to the limited space and a large number of modelled 
constraints only the hydro power plants will be described while 
the same methodology with certain modifications can be 
applied on the pumped-hydro power plants. 

The flexibility of different generator units depends on its 
technical minimum (9), minimum up (Tup) and down (Tdn) 
times (10) and ramp characteristics Vup and Vdn (11):  

           , , ,max minn t i P i P t i n t i P i                          (9) 
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Tup and Tdn are expressed in number of time intervals. 
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 (11) 

HPP have the ability to store certain amounts of water, i.e. 
they operate as energy storage units which increases total 
system flexibility. Water equilibrium equation (12): 

           , 1, , 3600 , 3600 , 3600V t i V t i kv i I t i Q t i S t i                

   1, , 1,tt N i Nih                (12) 

V(t,i) is the water reservoir volume, I(t,i) is the inflow, 
Q(t,i) is the turbine flow, S(t,i) is the spillage while kv(i) 
represent the water accumulation losses. HPP output is 
dependent on turbine flow and due to linearization of the model 
head H (i) and water density (ρh) are constant: 

       ,   1, , 1,,h h h tP i i H i Q t i g t N i Nih                      (13) 

Volume must at all times be smaller than the maximum 
(14); spillage is limited with the maximum value to avoid too 
fast accumulation drain (15); turbine flow have its maximum 
and minimum values (16) and number of online units must be 
less or equal then total number of units (17). More details about 
HPP modelling is given in [12].  

   * ( ) , 0 k hV i G i V t i   (14)

     2 * * , 0 h maxG i Q i S t i   (15)

     * ( , ) , * ( , ) max h min hQ i n t i Q t i Q i n t i   (16)

   , ,  1, , 1,h h tn t i G i t N i Nih         (17)

D. Electric Vehicles 

Electric vehicles represent additional demand for power 
systems but with smart charging schemes the impact can not 
only be compensated but EVs can provide additional 
flexibility. The basic EV behaviour is modelled with equations 
(18)-(21). 



Energy stored in plugged EVs is represented with the 
following equation where contributors are: total energy 
accumulated in EVs plugged into the grid (Sev), total energy 
accumulated in EVs plugged into the grid at past time step Sev 
(t-1, i), efficiency of charge/discharge (ηc i ηd), 
charge/discharge power (Pgridc i Pgridd), energy of arriving EVs 
(Sarr) and leaving EVs (Sleav). Δ is time step of 0.5 h. 

         
   

, 1, , ,

, , , 1, , 1,

ev c gridc d gridd

arr leav t ev

S t i S t i i P t i P t i

S t i S t i i N i N

          

         
    (18) 

The initial and final energy of EVs must match according to 
following equation: 

     0, ;  1, , 1,ev t ev ev tS N i S i i N i N                  (19) 

Constraints regarding the energy of arriving (20) and 
leaving (21): 

        , ,arr arr consS t i n t i S i              (20) 

        max, ,leav leavS t i n t i S i          (21) 

Every EV which arrives to the grid has lower energy 
accumulated in its battery compared with the energy 
accumulated when it left the grid, how low depending on EVs 
characteristics and trip length. Vector narr shows how many 
EVs of type I are arriving to the grid at time t, and parameter 
Scons presents energy accumulated in one EV of type i after his 
trip. There are six types of EVs considered in this paper, they 
are described later in paper. EVs leaving the grid (21) need to 
be fully charged when leaving the grid, i.e. total energy 
accumulated in EVs leaving the grid is equal to number EVs 
leaving the grid (nleav) multiplied with their maximum capacity 
(Smax).  

Additionally, the model is expended to investigate the 
behaviour of EV fleets under different charging schemes (user 
must choose charging scheme before simulation): 

 Passive charging: 

Passive charging assumes that every EV that arrives and 
plugs into the grid will be charged at full power until charged 
fully. Equation (22) ensures that the total demand of all EV is 
higher or equal to the amount of arrived vehicles and ones that 
were initially plugged in. This condition is valid until time step 
Nc when EV that were initially connected get fully charged. 
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From time step Nc to Nt (total simulation time) equation 
(24) ensures that the total demand of EVs is higher or equal to 
the sum of arrived EV in certain time step and vehicles plugged 
in from time step t- Nc to t. 
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Pgridd (25) shows that in this charging mode EV are not able 
to inject power into the grid. 

   , 0;  1, ,  1,gridd t evP t i t N i N                                  (25) 

 Optimal active charging G2V (Grid-to-Vehicle): 

G2V charging mode allows the optimal allocation of 
charging resources. This means the vehicles do not need to be 
charged at maximum power at minimum time period. 

The following equations ensure that the EVs demand is 
limited with its minimum and maximum values: 

      , , ; 1, , 1,gridc g evmin evtP t i n t i P i t N i N                   (26) 

      , , ; 1, , 1,gridc g evmax t evP t i n t i P i t N i N                  (27) 

G2V charging scheme does not support injection of energy 
stored in EV back into the grid. 

   , 0;  1, , 1,gridd t evP t i t N i N                  (28) 

 Optimal active charging V2G (Vehicle-to-Grid) with 
the possibility to inject power to the grid: 

V2G mode of charge allows to optimization model to use 
the full potential of EVs and to inject their power into the grid 
if needed. 

The following simple equations model the behaviour of 
EVs in V2G mode. Binary variable xc is 1 if power is being 
taken from the grid (EV charging) and 0 if the power is being 
injected. Therefore, at the same time step EVs cannot 
simultaneously be charged and discharged. Equations (29) and 
(30) model the charging of EV in V2G mode: 

     , , ( , ); 1, , 1,gridc g evmin c evtP t i n t i P i x t i t N i N                (29) 

     , , ( , ); 1, , 1,gridc g evmax c evtP t i n t i P i x t i t N i N               (30) 

Discharge constraints are modelled with: 

        , , (1 , ), 1,gridd g evmin c evP t i n t i P i x t i i N             (31) 

        , , (1 , ), 1,gridd g evmax c evP t i n t i P i x t i i N             (32) 

 EVs are classified in two groups of transportation patterns: 
personal vehicles and public transportation. Personal vehicles 
resemble typical diurnal driving behaviour patterns such as 
leaving in morning (to go to work) and arriving home at 
afternoon. This means that EVs are mostly available for 
charging at night (approximation of 90%) or around noon 
(approximation of 40%). Their behaviour changes at weekends 
when they are used later in mornings and more uniformly 
throughout day. They can cover the distance of around 60 km 
with single charging. Second group is public transportation 
which implies bigger batteries and longer trips (100 km). Their 
driving pattern is uniformly distributed throughout day and 
they are available for charging only at nights. Also, both 
groups are divided into three trip lengths: short, medium, long 
(completely depletion of battery). More detailed data about 
EVs is given in table I. 

 



TABLE I.  ELECTRIC VEHICLES PARAMETERS 

Input parameter Personal 
vehicle 

Public 
transport 

Pmin [kW] 0,2 2 
Pmax [kW] 4 40 
Smin [kWh] 3 24 
Smax [kWh] 15 120 

Consumption [kWh/km] 0,2 0,8
Sminc [kWh] 15 120 

ηc 0,9 0,9 
ηd 0,9 0,9 

Range [km] 
short 20 km 60 km 

medium 40 km 80 km 
long 60 km 100 km 

Percent of EVs type 
and range in total 
number of EVs 

short 15% 2,5% 
medium 60% 2,5% 

long 15% 5% 

 

III. SCENARIOS SELECTION AND RESULTS 

Scenarios representing different generation mixes were 
selected. Table II. shows three cases, i.e. three different 
generation mixes: 

 Dominantly nuclear-coal thermo system (non-flexible 
thermo - nonFTh); 

 Dominantly coal-gas thermo system (flexible thermo - 
FTh); 

 Dominantly hydro-thermo system (decently flexible 
system - HyTh). 

TABLE II.  SCENARIOS GENERATION MIXES 

Gen. 
type * 

NPP 
[%] 

Coal 
[%] 

Oil 
[%] 

CGT HPP 

Open 
[%] 

Comb 
[%] 

Acc 
[%] 

Run. 
[%]

Pump 
[%]

nonFTh 45 40 5 10 0 0 0 0 
FTh 15 20 10 40 15 0 0 0 

HyTh 20 20 0 10 0 15 20 15 
*percent of totally needed generation capacity to cover demand, 
reserve and primary control requirements 

For each scenario 4 cases were considered, one without EV, 
and the other three with 20% EVs penetration for passive 
charging, G2V and V2G charging modes. Theoretically 
maximum EV demand is therefore 10 GW. Practically that 
demand level of EV is never reached since all of the EVs are 
not connected on the grid at the same time. The simulation is 
run over a period of one week. 

Only the case for non-flexible thermo system is described 
since the similar process occurs in other two scenarios (flexible 
thermo and hydro-thermo) regarding the differences between 
the charging modes. Displayed graphs (Figure 1-3) point on 
EVs impacts on generation scheduling. EVs in passive 
charging mode evidently increase peak load (Figure 2) 
compared to the base case without EVs (Figure 1). Increased 
peak load results in less stable power system operation and 
require additional generating units to be scheduled. Contrary to 
passive changing mode G2V and V2G modes do not increase 
peak load because EVs are optimally charged mostly at night 
and therefore there is no need for new generation units start-

ups or scheduling of extra generation capacity. Additionally, 
V2G mode slightly decreases required generation at peak 
hours.  

 
Fig. 1. Non flexible thermo system base case without EVs 

 
Fig. 2. Non flexible thermo system passive charging 

 
Fig. 3. Non flexible thermo system V2G charging mode 

Figure 4 depicts total system cost for different scenario and 
charging modes. Evidently, EVs in passive charging mode 
increase system cost (Figure 4) in addition to the increase of 
peak load (Figure 1-2). When observing displayed cases, 
biggest increase in system costs (in percent) has hydro-thermo 
scenario because additional expensive thermo units needs to 
be started up in order to cover the newly connected load of 
EVs. But when comparing passive charging and G2V or V2G 
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charging modes hydro-thermo case has the lowest cost 
decrease because of its high flexibility. 

 

Fig. 4. Total system costs  for chosen scenarios depending on charging mode 

Second series of results again refer to non-flexible thermo 
case with different shares of wind penetration and EVs. Here 
are displayed 3D graphs presenting total system costs (Figure 
4), total CO2 emissions (Figure 6) and curtailed wind (Figure 
7) for wind and EVs penetration in range from 0% to 60 % of 
maximum consumption. The percentages are vast for the 
present state but in a longer planning horizon are not 
unexpected and it is worthy to study these trends. 

 
Fig. 5. Total system costs interdependance on wind and EV penetration in 
non flexible thermal scenario and G2V charging mode 

 

 
Fig. 6. Total CO2 emission interdependance on wind and EV penetration EV 
penetration in non flexible thermal scenario and G2V charging mode 

 
Fig. 7. Wind curtailment interdependance on wind and EV penetration EV 
penetration in non flexible thermal scenario and G2V charging mode 

Interesting to note is result for 0% EVs penetration on all 
three graphs. Total system cost decrease until wind penetration 
reaches 30% and then it starts to increase. Reason for this lies 
in fact that up to 30% of wind penetration, system operator was 
shutting down expensive coal fired plants, and nuclear power 
plants were scheduled rather constantly. When wind 
penetration reached 30%, system operator was not able to shut 
down the same amount of coal fired plants because they are 
needed for to ensure sufficient reserve. Therefore nuclear 
power generation was decreased. With further increase of wind 
penetration reserve requirements also increase which means 
that total coal generation was increased and total nuclear power 
generation was decreased even further. This leads to increase 
of total system cost. When EVs penetration is increased for no 
wind generation case (0% wind penetration) total system costs 
and emissions increase as well. This happens because, from 
systems point of view, EVs represent new load connected to 
system. That increase in costs is significantly lower when there 
is a large share of wind generation connected to the system. 
This means that EVs have positive impact on power systems 
with large shares of wind generation. Same applies vice versa 
for systems with large EV shares and addition of wind 
generation. The similar trend applies to total CO2 emissions.  

Curtailed wind generation does not have such turnover at 
30% of wind penetration, but rather a linear increase in 
curtailed wind in the range of 0% to 60% of wind penetration. 
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Curtailed wind generation is significantly decreased up to 30% 
EVs, further increase in EVs have negligible impact on 
curtailed wind generation. 

IV. CONCLUSION AND FUTURE WORK 

The presented work provides a detailed mathematical 
formulation of Unit Commitment model based on MILP and 
presents several interesting results over a set of scenarios 
varying energy mix, EVs and RESs penetration level as well as 
charging concept of EV. 

 For a Non-flexible systems total cost is increased by 7% 
when 10 GW EV passive load is introduced without the 
possibility to optimally charge it. On the other hand in highly 
flexible system total cost is increased 19.29% which is almost 
three times more than in non-flexible thermal system. On the 
other hand, in scenarios where coordinated charging is 
introduced, in V2G concept, decrease in total system cost for 
non-flexible thermal system is 1.3%. For the same event hydro-
thermo (Hy-Th) case sees a decrease that is much smaller, only 
0.55%. It should be noted that the difference are a bit more 
substantial if comparing coordinated and non-coordinated 
charging where both systems gain significant benefits from 
intelligent EVs charging. With the integration of EVs the wind 
curtailment in case of 30% wind penetration is reduced 
drastically. In case of 0% of EVs wind curtailment is 203.6 
GWh. With the introduction of 10% EVs in G2V mode the 
wind curtailment drops 64% to the amount of 73.15 GWh. The 
additional increase in EV share (to total of 20%) reduces the 
curtailed energy to only 19 GWh (that is 10.2% of initial 
value).  

Future research will be focused on changes in reserve 
requirements due to integration of EVs and their capability to 
participate in mitigating reserve requirements from classical 
fossil based power plants. The more thorough emissions and 
environmental analysis will be made. 
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APPENDIX 

TABLE III.  THERMO POWER PLANTS PARAMETERS 

Input parameter Nuclear Coal CCGT OCGT OIL 

Pmin [MW] 380 300 26 8 100 
Pmax [MW] 400 350 50 20 200 

A [$] 190 250 626 450 500 
B [$/MWh] 7,2 24 29 30 26 

Cstart [$] 35000 20000 60 46 5000 
Cshut [$] 3500 2000 23 10 500 
Tup [h] 36 20 6 4 10 
Tdn [h] 24 14 4 2 8 

Vup [MW/h] 40 60 120 90 100 
Vdn [MW/h] 40 60 120 100 100 
Fiup [MW] 52 42 6 2 20 

ρ 0,6 0,6 0,7 0,8 0,6 
Emr [kgCO2/MWh] 0 800 393 600 700 

Emrstart [kgCO2] 0 30000 8000 3000 2000 

TABLE IV.  HYDRO POWER PLANTS PARAMETERS 

Input parameter Run-of-river HPP Conventional HPP Pumped storage 

Phmin [MW] 10 100 65 
Phmax [MW] 50 250 275 

Ah [$] 20 200 300 
Bh [$/MWh] 1 1,5 2 

H [m] 100 238 519 
Qmin [m

3/s] 15 50 15 
Qmax [m

3/s] 60 120 60 
Vk [m

3] 0 2,60  107 1,27  107 

ηh 0,9 0,9 0,9 
Ppmin[MW] 0 0 35 
Ppmax[MW] 0 0 140 
Qpmin [m

3/s] 0 0 10 
Qpmax [m

3/s] 0 0 40 
Vlk [m

3] 0 0 1,68  105 
ηhp 0 0 0,8 
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ABSTRACT 

The paper presents a unit commitment model, based on mixed integer linear programming, 

capable of assessing the impact of electric vehicles (EV) on provision of ancillary services in 

power systems with high share of renewable energy sources (RES). The analyses show how 

role of different conventional units changes with integration of variable and uncertain RES 

and how introducing a flexible sources on the demand side, in case EV, impact the traditional 

provision of spinning/contingency reserve services. In addition, technical constraints of 

conventional units, such as nuclear, gas or coal, limit the inherit flexibility of the system 

which results in curtailing clean renewable sources and inefficient operation. Following on 

that, sensitivity analyses of operational cost and wind curtailment show which techno-

economic constraints impact the flexibility of the high RES systems the most and how would 

integration of more flexible units or decommission of conventional nuclear, coal and gas 

driven power plants impact the system’s operation. 

KEYWORDS 

Ancillary services, electric vehicles, flexibility, power plant decommissioning, power system 

operation, reserve services 

 

INTRODUCTION 

Emerging integration of so called low carbon technologies (LCT), which are considered to be 

the essential link in creation of sustainable energy future, redefines operation and planning 

concepts of traditional energy systems. As the environmental goals of reducing CO2 

emissions drive the energy regulatory frameworks towards “all electric” system by 

stimulating electrification of heat and transport as the most significant greenhouse gas 

emission sectors, the power system operators and regulators face a challenge of planning and 

operating such systems [1]. While electric vehicles (EV) and, potentially, electrified heating 

(EH) act as sources of the variability and uncertainty from the demand side [2] integration of 

renewable energy sources additionally contributes to this from the supply side [3]. To 

alleviate the uncertain and variable nature of renewable energy sources (RES) new sources of 

flexibility become of critical value. While a number of studies address the integration of 

electric vehicles (EV) [4], different energy storage technologies (ES) [5], [6], [7] and demand 

response programs (DR) [8], [9], rarely they address the impact on power system operation 

planning and scheduling and how their integration impacts the existing generation units role 

in the system. 

A number of models have been proposed for simulation of power system operation, in order 

to assess the power system operational flexibility. These mathematical models, so called unit 
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commitment schedules (UC), are most commonly based on Lagrangian relaxation [10] or 

more currently on mixed integer linear programing (MILP) [11], also modelling variability 

and uncertainty of both demand and supply by including stochasticity of  wind, demand and 

market prices [12], [13], [14]. The model presented in this paper is based on a technique of 

clustering similar units, for example gas, coal and nuclear; this approach has been shown to 

significantly increase the computational speed of simulations [15], [16], without losing on the 

accuracy of the results. Similar approach, simulating impact of EV integration on multiple 

interconnected systems can be found in [17], [18]. The presented model is a continuation of 

work presented in [19] where the authors focus on how integration of controllable electric 

vehicle charging impacts the provision of secondary reserve services for various power 

systems with regards to the energy mix. In this paper, however, the focus is on answering 

several other questions, as follows: 

 LCT technologies (EV, ES and DR) contribute to flexibility of future power systems 

characterized by high share of renewable sources. The results of the model clearly show 

how roles of traditional generation units in providing multiple services (energy and 

multiple reserve services) change with the integration of these technologies, specifically 

focusing on the role of EV. 

 It addresses the issues of how traditional scheduling principles can limit the flexibility of 

these systems. The methodology for dispatching the traditional thermal power plants, both 

fossil fuel based and nuclear, can have a reverse impact of the desired, not using the 

inherit flexibility of the system and curtailing clean renewable sources. 

 With respect to the above, the model demonstrates how decommission of traditional units 

impacts the flexibility of the system and, in particular, focuses on redistribution between 

sources for provision of energy and reserve services. 

The above issues are, up to a certain point, a research topic in a number of papers, see for 

example [20], however with several very important differences. In [21] and [22] the authors 

define the flexibility through minimum stable generation (MSG) of the power system as 

metric critical for integration of large scale wind. In [21] a metric is proposed for defining the 

amount of wind that can integrated without curtailment, however it focuses only on the value 

of MSG, neglecting the ramping and other relevant technical constraints such as minimum up 

and down times of units being scheduled. In addition, neither of the papers elaborates on the 

mathematical models used to study the flexibility or elaborates on multiple services 

assigned/scheduled to particular units. A number of papers [23], [24], [25] propose pathways 

for achieving high RES integration, however they are not based on mathematical modelling 

nor do they focus on provision of flexibility services from specific technologies. On the other 

hand, [26] and [27] model provision of multiple services but do not focus on flexibility and 

integration of RES rather on reliability aspects of power system operation and reduction of 

CO2 emissions. In [28], [29] the authors propose a rolling UC for planning of future power 

systems. The focus of the work is on technical and economic constraints of the system for 

future wind scenarios. With respect to that they propose a flexibility metric for planning high 

RES system energy mix, taking into account MSG and ramping constraints of existing and 

new units. Similar idea can be found in [30] where the author analyses impact of relaxing UC 

constraints on the accuracy of the results in UC scheduling. Neither of these two papers 

considers EV nor their contribution to the flexibility services in integration of RES. Finally, in 

[31] the authors evaluate impact of electric vehicles on future energy portfolio. The impact of 

coordinated charging of electric vehicles is assessed for multiple countries where EV are 

controlled in order to increase the flexibility by providing energy arbitrage. None of the 

multiple reserve services are specifically considered. 



3 

 

The MILP model of UC presented in this paper is unified in terms that it allows the above 

mentioned analyses for different energy mix power systems, ranging from low flexible 

nuclear dominated power system, such as the one in UK, to highly flexible hydro dominated 

power system, similar to the one in Croatia. It models multiple reserve services, primary, 

secondary and tertiary, as in [32] and [33], and focuses on the impact integration of EV will 

have on the role of existing units in future high RES scenarios. 

The paper is organized as follows: In Section II detailed explanation of the MILP model of 

multiple service UC is given. Modelling of EV is based on mobility patterns and considers 

different vehicles sizes and batteries on board of the vehicles. Although EV can be scheduled 

for provision of multiple services, in Section III an analysis of spinning reserve is given 

through different scenarios of wind and EV penetration. Section IV further analyses the 

flexibility of the system in the presence of EV and wind, analysing how different constraints 

of scheduled units impact the provision of flexibility. Finally, Section V provides conclusions 

and guidelines for future work. 

 

Multiple service unit commitment (MSUC) modelling 

The presented model is similar to the one presented by the authors in [19], however for easier 

understanding it will be again elaborated in the following Section. 

The objective function driving the power system operation is minimization of the operational 

costs from all units providing energy and reserve services to the system, as shown in (1). The 

objective function models all operational costs of thermal (start-up, shut-down, fuel, O&M, 

greenhouse gas emissions) and hydro (O&M) units, linearizing fuel consumption curve of 

thermal power plants as in [34], [35].  

 

   
Ni_TP Ni_HPNt

_TP _HP

, ,

1 1 1

min t i t i

t i i

imizeCOST c c
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 
  

 
    (1) 

 

Electricity equilibrium has to be maintained in all simulation periods, meaning that the total 

generation from all units in the system has to be equal to the total demand as shown in 

equation (2). Left side of the equations summarized the production of all generation units 

considered; conventional units (since the model is unified these can be thermal – pg_TP, hydro 

– pg_HP, generation from hydro pump storage unit – pg_PS), RESs (wind – pg_WP), storage (in 

this paper pump storage pumping - pp_PS; is considered as storage technology) with added EVs 

discharging (pd_EV), charging (pc_EV) and fast charging (pf_EV). The right side of the equations 

models electric demand (Pd). For the case of UK power system, taken as an example of low 

flexible power system driven by thermal power plants, demand and wind profiles are shown 

in Figure 1 [36]. Additional data about UK power system used can be found in [37].  
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+ + + - =Pt,i t,i t i t,i t t i t i t i t

i i i i

p p p p p p p p
   

       (2) 

  

The reserve requirements of the system are modelled by (3) – (7). Multiple reserve services are 

modelled; primary up reserve (fup), primary down reserve (fdn), secondary up reserve (rup), 

secondary reserve down (rdn), tertiary up reserve (qup). The primary reserve can be provided by 

all units, as shown in (3) and (4), however technical limitations of the power plants usually mean 

that power plants usually participate with about 10% in the primary frequency provision. 

Modelling primary frequency response is based on the model in [38]. Primary reserve value that 
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needs to be reserved for the simulated system, both up and down, is set to 1.9 GW as in [36] and 

[38]. 

 

 
Figure 1 Demand and wind profiles for a period of one week 

 

Secondary reserve can again be provided by all units in the system, conventional and EV. 

Although EV could also participate in tertiary reserve, due to their capability of reacting to fast 

system changes, they are considered only for spinning reserve service provision (primary and 

secondary reserve). 
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Secondary and tertiary reserve values are defined as time vectors that depend on the electrical 

demand (taking into account variability of demand through standard deviations of load forecast 

σd), wind power production (taking into account uncertainty and variability of wind generation 

modelled as standard deviation of wind forecast σ(0,5h)_WP and σ(4h)_WP) and EV’s charging mode 

(taking into account a fixed value describing uncertain nature of EV arrival and battery SOC 

through variables REV_0,5h and REV_4h), as well as the outage of the largest generating unit Pgmax. 

Modelling of secondary and tertiary reserve is taken from [39] and described by (8) – (12): 
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Modelling technical limitation of fossil fuel based power plants is taken from recent 

publications [40], [41] and [42] where thermal units are subjected to the following constraints: 

power generation constraints (piece-wise linear cost curve), minimum up and down times, 

ramping constraints, reserve provision constraints (primary, secondary and tertiary), greenhouse 

gas emissions (included as additional cost in objective function). In addition, hydro power plants 

are modelled similar to the models in [43] and [44]. Details on input parameters of power plants 

is given in Table 1. 

Table 1 Input values and constraints of fossil fuel driven generation units 
Technolog

y 

Pmin 

[MW] 

El1 

[MW] 

El2 

[MW] 

Pmax 

[MW] 

Cnl 

[$/h] 

Cin1 

[$/MWh] 

Cin2 

[$/MWh] 

Cin3 

[$/MWh] 

Cst 

[$] 

Csh  

[$] 

Tup  

[h] 

Nuclear 400 400 400 400 260,86 12,093 12,663 13,233 750 75 16 

Coal 140 210 280 350 199,43 17,0805 17,3955 17,7105 450 45 8 

CCGT 68,9 111,6 154,3 197 359,48 35,3535 35,6865 36,0195 300 30 5 

OCGT 4 9,3 14,7 20 176,92 56,937 57,1545 57,3735 46 4,6 0,5 

 
Tdn  

[h] 

Vup 

[MW/h

] 

Vdn 

[MW/h

] 

P0 

[MW] 
N0 RHOup RHOdn 

Fiup 

[MW] 

Fidn 

[M

W] 

Emiss. 

(kgC

O2/M

Wh) 

Start 

Emiss. 

rate 

(kgCO2

) 

Nuclear 10 50,5 100 12000 30 0,5 0,5 40 40 0 0 

Coal 5 70 120 10500 30 0,4 0,4 35 35 925 25000 

CCGT 4 55 99 0 0 0,6 0,6 19,7 19,7 394 8000 

OCGT 0,5 30,5 70 0 0 0,7 0,7 2 2 600 3000 

 

Mathematical models of all EV operational regimes are shown in [19] where 6 different concepts 

are presented, depending on controllability of EV and number of services these units provide. In 

this paper only a description of selected operating regimes used in the simulations is provided for 

understanding specific charging/discharging concept. While in [19] detailed analysis of 

uncontrollable and controllable charging is given, in this paper only controllable charging is 

considered where EV provide multiple services (energy and reserve). However, a distinction 

between G2V (vehicle are “only” controllably charged) and V2G (vehicles can be controllably 

discharged, injecting electricity back to the system and providing additional value) is made. Only 

2 out of 6 EV regimes are selected for the purpose of simulations in the following Sections: 

 Controlled Grid-to-Vehicle charging with possibility to provide Reserve (G2V); 

 Controlled Vehicle-to-Grid charging with possibility to provide Reserve (V2G). 

Input values and constraints for EV modelling are given in Table 2. 
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Table 2 Input values and constraints of EV 

Input parameter Personal vehicle 

Pmin [kW] 0,2 

Pmax [kW] 2 

Smin [kWh] 4 

Smax [kWh] 20 

Sminc [kWh] 20 

ηc, ηd 0,95 

Pfmax [kW] 50 

Range [km] 

short 20 

medium 40 

long 80 

Consumed energy per trip [kWh] 

short 4 

medium 8 

long 16 

Percentage of EVs type and range in total number 

of EVs 

short 82% 

medium 10% 

long 8% 

 

WEEKLY OPERATIONAL ANALYSES 

To define how the role of specific unit changes in systems with high wind penetration, weekly 

analyses of the system operation are run for several relevant scenarios. The focus is put on 

provision of energy as well as primary and secondary reserve, including participation of EVs 

in all these services. Two scenarios, one with no wind integrated in the system and the one 

where wind contributes to 20% of total energy produced, are further analysed for 3 different 

EV cases: 

- No electric vehicles integrated; 

- G2V scenario: Electric vehicles can only be charges, meaning they act as controllable 

loads. Following conclusions from [19] EV can provide both energy and reserve 

services; 

- V2G scenario: Electric vehicles can be both controllably charged and discharged 

providing energy and reserve services and adding to the system flexibility. 
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Figure 2 Energy service scheduling in different wind and EV scenarios 

 

Figure 2 shows the results of power system dispatch for a period of one week, in particular 

which units provide energy service in each of the 6 analysed cases. The layout of the figure 

enables comparing both the impact of wind integration and the impact of EV flexibility on 

provision of multiple services. Looking at the first two scenarios, where EVs are not included 

in provision of flexibility services (first “row” of Figure 2), it can be seen that the current 

system is not flexible enough and, to maintain the security of supply, wind is curtailed. 

Already in G2V case the curtailment is eliminated (second row of Figure 2) in both cases. In 

case where there is no wind, EV takes on the role of fast responding units such as CCGT 

covering daily peak demand. 

Figure 3 shows the provision of primary frequency response (PFR) for all scenarios. It should 

be noted that integration of wind does not directly affect the amount of primary reserve 

required, however due to different dispatching of units which provide secondary and tertiary 

reserve service, provision of PFR is assigned to the different units. Since EV have, due to 

their technical characteristics, the capability to respond to fast changes, the role of providing 

PFR switches from classical thermal units (coal and CCGT) to electric vehicles with the 

integration of EV and wind, in particular in cases where they can be controllably charged and 

discharged (V2G case). This mitigation of PFR service means thermal units operate more 

efficiently also reducing expensive units’ start-ups (e.g. CCGT, see Table 2), resulting in 

lower system operational cost. 
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Figure 3 Results of scheduling primary frequency reserve service in different wind and EV 

scenarios  

 

Provision of secondary reserve service (SFR) from specific units, is shown in Figure 4, for the 

above described scenarios of wind and flexible EV integration. Similar to PFR, EV take over 

the role in providing SFR from expensive CCGT units and, in case where they can provide 

additional flexibility by discharging, coal units. 
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Figure 4 Results of scheduling secondary frequency reserve service in different wind and EV 

scenarios 

 

To summarize; by integrating wind, the role of gas driven units is initially substituted by that 

of coal. Gas units are taking the role of standing reserve, since they are the most expensive 

ones and, since primary and secondary reserve needs to be provided by spinning units, coal 

units take the role of providing PFR and SFR. Furthermore in case when EVs have the 

capability to both charge and discharge they cover over 95% of PFR and SFR needs in the 

system while conventional units take over the role of solely providing energy and tertiary 

reserve service. 

Integration of renewable energy sources and flexible technologies, especially on the 

distribution side, are often put in the context with replacement of conventional units such as 

high carbon intensity coal and low flexible nuclear power plants. Several strategies even 

suggest these units should be decommission with the interpretation that RES and LCT take 

over their role in the power system services. However, very little research has been done on 

how such actions reflect on total system operational cost and system’s flexibility. In this paper 

insufficient flexibility is expressed as the curtailed wind energy. In the following Section a 

detailed analysis is provided answering these questions. 
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IMPACT OF DIFFERENT UNITS IN FUTURE FLEXIBILE POWER SYSTEMS 

The main idea of this Section is to analyse how decommissioning of conventional low flexible 

power plants, in case coal and nuclear, reflects on system operational cost and wind curtailment. 

It has been shown in Figure 2 that nuclear power plants serve as base load units and they are not 

scheduled for provision of reserve services nor for load following. Although NPP have the 

flexibility to ramp and respond to variability of the system, commonly they are, for security 

reasons, operated either on maximum power, at minimum stable generation point (MSG) or are 

offline. It should be noted that once NPP is shut down it takes between 24 and 48 hours to start it 

back again; each starting of NPP is expensive and these actions are thus avoided if possible. 

Although a bit more flexible, coal power plants, once shut down, cannot be put online for the 

next 4 to 6 hours (depending on the level of shut down; hot, warm or cold). 

   

 
Figure 5 Power plant decommission analysis in power system with 20% wind energy 

 

Figure 5 shows the effect of decommissioning coal and NPP for the same scenarios as in the 

previous Section. Universally the conclusion can be made that, by decommissioning either coal 

or NPP, curtailment of wind is reduced. It should be also noticed that, in scenarios with wind and 

EV integrated, curtailment of wind energy is already 300 times lower than without EV. On the 

other hand, decommissioning of NPP and coal significantly increases systems operational cost, 

while integration of controllable EV reduces system cost. 

The same analysis is conducted for an even larger penetration of wind, doubling the share of 

wind energy to 40%. It is interesting to notice that with no EV in the system and with the 40% of 

wind, decommissioning of NPP and coal has a positive effect on both operational cost and wind 
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energy curtailed. On the other hand, integration of EV has a larger impact on wind curtailment 

reducing it almost 1000 times even without decommissioning NPP and coal power plants. The 

effect of operational cost increase can again be noticed when non flexible units are 

decommissioned, similar to the case with 20% of wind. 

 

 
Figure 6 Power plant decommission analysis in power system with 40% wind energy 

 

A general conclusion can be made that by decommissioning NPP and coal units the system 

flexibility increases, completely eliminating wind curtailment. However, and this in particular is 

valid for NPP, decommissioning the low coast base load units means that more expensive gas 

driven units take on the role of providing both energy and reserve services, cycling and 

increasing the number of their start-ups. This in turn results in total operational cost increase. 

CONCLUSION 

The paper presents a mathematical model of power system operation capable of analysing 

systems flexibility and the impact of integrating renewable energy and flexible low carbon 

technologies, in this case EV. The model captures all technical characteristics and constraints of 

power system components, modelling different types of EV and different aspects of controllable 

charging/discharging where EV can provide multiple system services. In low flexible power 

systems, and usually highly carbon intensive, integration of controllable EVs has a positive effect 

on all aspects of power system operation, ranging from reduced operational cost, lower curtailed 

wind energy to lower carbon emissions due to more efficient operation of conventional units. 
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Their capability to respond to fast changes following systems variability and uncertainty means 

they take over the role that is traditionally assigned to coal and gas power plants in providing of 

PFR and SFR, resulting in lower operational cost and CO2 emissions. Another aspect, reflecting 

more planning than operation aspect of future low carbon systems, is addressed by showing the 

effect of decommissioning coal and nuclear power plants in systems with high share of wind 

power plants and flexible EV. The results clearly show that, although the system in general 

becomes more flexible by lowering systems MSG and increasing its ramping capability, the 

positive effects of reduced wind curtailment is followed by increase in systems operational cost. 

This occurs due to increased utilization of gas units, their cycling behaviour and high start-up 

costs. 
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NOMENCLATURE 

Decision variables  
g_TP

t,ip  Thermal units generation 
g_HP

t,ip  Hydro units generation 
g_PS

,t ip  Pump storage generation/pumping 

p_PS

t,ip  Pump storage pumping 
g_WP

tp  Wind power generation 
c_EV

,t ip , 
d_EV

,t ip  Electric vehicles slow charging/discharging 

f_EV

,t ip  Electric vehicles fast charging 

up_TP

,t if , 
dn_TP

,t if , 
up_TP

,t ir , 
dn_TP

,t ir  
Thermal units primary(f)/secondary(r) up/down reserve 

provision 

up_HP

,t if , 
dn_HP

,t if , 
up_HP

,t ir , 
dn_HP

,t ir  
Hydro units primary(f)/secondary(r) up/down reserve 

provision 

up_PS

,t if , 
dn_PS

,t if , 
up_PS

,t ir , 
dn_PS

,t ir  
Pump storage primary(f)/secondary(r) up/down reserve 

provision 

up_EV

,t if , 
dn_EV

,t if , 
up_EV

,t ir , 
dn_EV

,t ir  
Electric vehicles primary(f)/secondary(r) up/down reserve 

provision 
up_TP

,t iq  Thermal units tertiary up reserve provision 

_TP

,t ic  Total thermal power plant cost 

_HP

,t ic  Total hydro power plant cost 

Input parameters 
 

 
dPt  Power demand 
upFt  Primary up reserve requirements 
dnFt  Primary down reserve requirements 
upR t  Secondary up reserve requirements 
dnR t  Secondary down reserve requirements 
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upQt  Tertiary up reserve requirements 
_WPPt  Potential wind power generation 

EV_0,5hRt , EV_4hRt  
Secondary and tertiary reserve requirements increase 

caused by uncontrolled EVs charging 

sl(0,5h)_EV

t , sl(4h)_EV

t  
EVs uncontrolled charging standard deviation for 

secondary and tertiary reserve 

(0,5h)_WP

t , (4h)_WP

t  
Wind power standard deviation for secondary and tertiary 

reserve 

Input parameters 
 

 

Ni_TP  Number of thermal technology types 

Ni_HP  Number of hydro technology types 

Ni_PS  Number of pump storage technology types 

Ni_EV  Number of electric vehicles types 
d  Power demand standard deviation 
gmaxP  The largest online unit in power system 

t  Time period (0,5 h) for energy calculation 
0_EVSi  Energy conserved in (all) EVs in time step zero 

 

Abbreviations  

CCGT Combined Cycle Gas Turbine 

HPP Hydro Power Plant 

EPS Electric Power System 

ES Energy Storage 

EV Electric Vehicle 

G2V Grid-to-Vehicle 

HP Hydro Power 

LCT Low Carbon Technologies 

MILP Mixed Integer Linear Programing 

NPP Nuclear Power Plants 

OCGT Open Cycle Gas Turbine 

PS Pump Storage 

RES Renewable Energy Sources 

TP Thermal Power 

TSC Total System Cost 

TSE Total System Emissions 

UC Unit Commitment 

V2G Vehicle-to-Grid  

WPP Wind Power Plant 
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Abstract—High penetration of variable renewable sources act as a 
heavy burden on conventional power system management and 
operation. Uncertainty in power systems expanded from demand 
side to generation side as well. Since new sources of imbalances 
have entered power system, it should be reorganized, automated 
and modernized. New providers of flexibility should be recognized 
and used in future power system planning and design. One of the 
possible technologies that can be used for flexibility provision are 
electric vehicles. Numerous fast charging stations are installed all 
over the world and such trend will continue in future. Depending 
on their operation, charging stations can act as flexibility 
providers but they can also further degrade system’s flexibility if 
installed without any kind of energy buffer. This paper will present 
mixed integer linear model for flexibility studies of modern power 
systems with high penetration of variable renewable sources and 
electric vehicles. Results clearly show that smart planning of fast 
charging infrastructure can bring huge benefits to power system 
concerning costs, emissions, and variable renewable power 
curtailment. 

Keywords-renewable energy sources; electric vehicles; fast 
charging stations; flexibility; ancillary services 

I.  INTRODUCTION 

New technologies integrated in power system introduced 
new problems to conventional power system operation. Due to 
their variability and unpredictability renewable energy sources 
brought new stochastic variables on generation side [1], [2]. 
New electricity loads such as electric vehicles or heat pumps [3], 
when uncontrolled, can also intensify uncertainty of power 
demand and cause increase in peak demand. In order to balance 
mentioned new power system state with huge number of 
stochastic variables, new fast responding generating units should 
be installed. Installment of such units, usually expensive gas 
turbines, is contrary to the initial plan where renewable 
generation should replace fossil fueled units. Advanced methods 
for system flexibility increase can be recognized in energy 
storage installment [4] or in usage of demand response programs 
[5]. Interesting way to decrease stochastic impact of variable 
renewable sources (VRE) on power system is to balance their 
generation locally and to use rest of the grid just when local 
generation is insufficient – microgrids [6].  

This paper aims to present mixed integer linear programming 
(MILP) model with VRE, conventional power plants and 
incorporated fast charging stations. Also, goal is to examine 
impacts of fast charging stations (FCS) on power systems 
operation and flexibility. Different operating regimes provide 
insight in wide range of impacts on power system. 

Flexibility of the power system can be defined as a 
competence of system to adequately balance power supply and 
power demand. Ancillary services are supporting services 
required by power system to enable continuous and stable flow 
of electricity from producer to consumer. Even though the term 
is used to refer to variety of operations, in this paper it is referring 
to reserve provision only. 

A lot of recent literature have been published with the topic 
of FCS impact on power system, short overview is presented in 
the following. A revenue model of FCS has been developed in 
[7]. Authors propose that FCS sets the limit on EV required 
state-of-charge (SOC) in order to boost its revenue. Control of 
FCS with bidirectional power capabilities is proposed in [8]. A 
multi-objective planning strategy for FCS is developed in [9] 
where the overall annual cost of investment and energy losses 
are minimized simultaneously with the maximization of the 
annual traffic flow captured by FCS. Research paper [10] 
presents FCS load behavior model and uses it to asses impacts 
of FCS on distribution system where high accuracy of model has 
been proven. Authors in [11] propose a multi-objective FCS 
planning method which can ensure charging service while 
reducing power losses and voltage deviations of distribution 
system. FCS placement problem was solved in [12], while [13] 
tackles with simultaneous planning and sizing both DG and FCS 
as complementary technologies. Numerous papers such as [14], 
[15] study FCS placement in regards to driving behavior and 
other aspects (transmission grid, transportation grid, other social 
aspects etc.). Interesting economic aspect on competition of 
different FCS in modern EPS has been published in [16], while 
[17] deals with a business and operating model of EV battery 
swapping stations (BSS). As seen through this paragraph a great 
deal of recent publications provides research about FCS from 
planning, siting, sizing through FCS load behavior and 
distribution system impact assessments to economic aspects 
such as maximization of FCS revenues and business models. 
None of them deals with the impacts of FCS on the unit 
commitment of conventional generators, ancillary services nor 
with on the combined impacts of Slow charging EV (SEV) and 
FCS. 

Rest of the paper is structured as following. Section II 
explains proposed model, Section III discusses gained results 
and last Section concludes with most important findings. 

II. MODEL 

Proposed model used for EV flexibility in this paper has been 
divided between power generation and demand. Generation is 
composed of conventional fossil fueled (Nuclear, Coal, 
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Combined and Opened Cycle Gas Turbines) and hydro power 
plants (Run of River, Accumulation Hydro, Pump Storage) and 
Variable Renewable Energy Sources. Demand is composed of 
Electric Vehicles (EV) and Conventional Power Demand 
(CPD). The main balancing equation is generation-demand 
equation, i.e. generation and demand should be balanced at 
every time step as it is formulated in (1). Each of the variables  
contains superscript which specifies related technology 
(example, TP means Thermal Power). 
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, , , ,
1 1

+ + + =
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 


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  
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Other type of balancing equations are reserve provision-

requirements for primary, secondary, and tertiary reserve. 
Equations (2) - (3) correspond to primary reserve up and down, 
equations (4) - (5) to secondary reserve up and down and (6) to 
tertiary up reserve. 
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Reserve requirements (right side of the equations (4) - (6)) 

are calculated through equations (7) - (11). These equations are 
not part of optimization algorithm, they are calculated a priori 
based on historical data. 
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More details about reserve modeling can be found in [18], 

[19] and [20]. 
Objective function is minimization of thermal and hydro 

operation and management costs (12). 

                                                           
1  Equations (7) and (8) apply for Rt4h_EV and Rt4h_FCS in (11) , the only 

difference is substitution of σ0,5h_EV and σ0,5h_FCS with σ4h_EV and σ4h_EV, 
respectively. 
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A. Power System Model 

Conventional units are constrained with technical 
restrictions. Both thermal (TPP) and hydro power plants (HPP) 
models for multi service unit commitment (MSUC) 
optimization are usually developed as binary problems. Details 
about binary TPP model, and objective function as well, can be 
found in [21], and about HPP UC model in [22]. In order to 
improve computational efficiency of the MSUC model TPP and 
HPP in this paper they are clustered by technology type as in 
[23] or [24]. Even faster MSUC be modeled using relaxed linear 
programming UC as in [25]. Due to succinctness of the paper, 
TPP, HPP and WPP mathematical representation of the 
constraints is omitted but briefly mentioned in the text bellow. 

TPP generation is constrained with following: power 
generation constraints (piece-wise linear cost curve), minimum up 
and down times, ramping constraints, reserve provision 
constraints and greenhouse gas emission cost function. 

HPP generation is subjected by the following: water balance 
equation, generation power constraints, reservoir constraints, 
hydro turbine constraints, spillage constraint and reserve 
provision constraints. 

WPP generation is constrained with real historical wind 
generation (it can be seen as max wind generation). Curtailment 
of WPP production is allowed when it benefits the EPS, so their 
actual production can be lower than historical data. Conventional 
power demand (CPD) is modeled as historical data (as a 
parameter, not as a variable). 

B. EV Model 

EVs mathematical representation is one of the contributions of 
the paper, therefore it is discussed in this subsection in detail. EVs 
are modeled as variable capacity storage of aggregated electric 
vehicles by type (13). Energy stored in group of EV of particular 
type depends on energy stored in EV arriving to the electrical grid 
after driving (Sarr), energy stored in EV leaving the grid (Sleav), 
power used for EV charging (Pc) and discharging (Pd) and energy 
consumed by fast charging EV on fast charging stations (Sadd).  

_EV _EV arr_EV leav_EV c_EV c_EV d_EV d_EV add_FCS
, 1, , , , , ,= + - + * t- / t+t i t i t i t i t i i t i i t is s s s p p s       (13) 

 f_EV perf_EV fmax_EV _EV g_EV
, ,P G -Nt i t i i t ip p    (14) 

 dur_EV

add_FCS f_EV f_EV

Nt+t-T ,
η t

i
t,i i i

s p    (15) 

 dur_EV

add_FCS f_EV f_EV

t-T ,
η t

i
t,i i i

s p    (16) 

Main input parameter for number of arriving and leaving vehicles 
as well as for the number of vehicles fast charging is electric 
vehicles weekly behavior derived from driving behavior of 
conventional vehicles in the US [26]. Used EV driving behavior, 
historical wind power production and conventional power 
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demand are displayed on Figure 1. Power for fast charging 
depends on number of on-road EV (14). Equations (15) and (16) 
are constraints for fast charging. 
 

 
Figure 1  Input data: max wind power production, power 

demand and EV driving behavior 

EV charging is divided as slow charging of EV (SEV; home or 
work charging) and fast charging at fast charging stations (FCS). 
Both ways of charging includes 6 modes of operation explained 
in Table 1 and Table 2. Most of the energy required for EV 
consumption is from slow home charging (≈ 70%.). Share of fast 
charging in total EV charging requirements in this paper is around 
30%, i.e. share of on-road EV fast charging every moment is 5%.  
 

Table 1  Slow EV charging operation modes 

SEV – Slow EV charging 
Charging\ 
Reserve NR – No Reserve YR – Yes Reserve 

U
nc

on
tr

ol
le

d  

U
SC

 –
 U

nc
on

. 
Sl

ow
 C

ha
rg

in
g  - EV slow charge at 

rated power from 
moment they plug in 
until fully charged 
- EV do not impact 
reserve requirements 

- EV slow charge at 
rated power from 
moment they plug in 
until fully charged 
- EV causing increase in 
reserve requirements 

C
on

tr
ol

le
d  

U
ni

di
re

ct
io

na
l  

G
2V

 –
 G

ri
d 

to
 

V
eh

ic
le

 

- EV optimal slow 
charging (in regards to 
EPS) 
- no EV discharging 
- no EV reserve 
provision 

- EV optimal slow 
charging (in regards to 
EPS) 
- no EV discharging 
- EV provide reserve 

B
id

ir
ec

ti
on

al
 

V
2G

 –
 V

eh
ic

le
 

to
 G

ri
d  

- EV optimal slow 
charging & discharging 
(in regards to EPS) 
- no EV reserve 
provision 

- EV optimal slow 
charging & discharging 
(in regards to EPS) 
- EV provide reserve 

 
Mathematical representation of the EVs constraints for SEV is 

omitted from this paper but presented and discussed in authors’ 
earlier papers [27], [28] and [29]. Focus of this paper is to analyze 
system’s behavior under high penetration of wind power plants as 
variable renewable source and under high penetration of EV 
charged on FCS as a promising new flexible load on the demand 
side. Mathematical formulation of FCS is represented through 
equations (12)-(14). 
 

Table 2  Fast charging stations operation modes 

FCS – Fast Charging Stations 
Charging\ 
Reserve NR – No Reserve YR – Yes Reserve 

U
nc

on
tr

ol
le

d  

U
F

C
 –

 U
nc

on
. 

Fa
st

 C
ha

rg
in

g  - EV fast charge directly 
from the grid  
- FCS providing 
charging spot only 
- no FCS impact on 
reserve requirements 

- EV fast charge directly 
from the grid 
- FCS providing 
charging spot only 
- FCS causing increase 
in reserve requirements 

C
on

tr
ol

le
d  

U
ni

d
ir

ec
ti

on
al

 

G
2S

 –
 G

ri
d 

to
 

St
at

io
n  

- EV fast charge through 
ESS integrated in FCS 
- FCS/ESS optimal 
charging (from the grid) 
- no FCS/ESS 
discharging to the grid  
- no FCS reserve 
provision 

- EV fast charge through 
EES integrated in FCS 
- FCS/ESS optimal 
charging (from the grid) 
- no FCS/ESS 
discharging to the grid  
- FCS provide reserve 

B
id

ir
ec

ti
on

al
 

S2
G

 –
 S

ta
tio

n 
to

 G
ri

d  

- EV fast charge through 
EES integrated in FCS 
- FCS/ESS optimal 
charging & discharging 
- no FCS reserve 
provision 

- EV fast charge through 
EES integrated in FCS 
- FCS/ESS optimal 
charging & discharging 
- FCS provide reserve 

 
The availability of EV for fast charging is modelled in 

equation (12). Fast charging power is added to main EV 
equation (13) through equation (14) and (15). Equations (16) – 
(17) are representing UFC mode, (18) – (23) are representing 
G2S mode and (24) – (29) S2G mode. 

 f_EV perf_EV fmax_EV _EV g_EV
, ,P G -Nt i t i i t ip p     (12)

 dur_EV

add_FCS f_EV f_EV

Nt+t-T ,
η t

i
t,i i i

s p      (13) 

 dur_EV

add_FCS f_EV f_EV

t-T ,
η t

i
t,i i i

s p      (14) 

c_FCS f_FCS
t,i t,ip p      (16) 

d_FCS 0t,ip       (17) 
min_FCS _ c_FCS max_FCS _P PFCS FCS

i i t,i i iG p G      (18) 
d_FCS 0t,ip       (19) 

up_FCS c_FCS min_FCS c_FCS
, , ,-Pt i t i i t ir p x     (20) 
dn_FCS max_FCS _ c_FCS
, ,P -FCS

t i i i t ir G p     (21) 
up_FCS c_FCS up_FCS min_FCS c_FCS
, , , ,- -Pt i t i t i i t if p r x    (22) 
dn_FCS max_FCS _ c_FCS dn_FCS
, , ,P - -FCS

t i i i t i t if G p r    (23) 
min_FCS _ c_FCS max_FCS _

, ,P Pc FCS c FCS
i t i t,i i t ix p x      (24) 
min_FCS _ _

,

d_FCS max_FCS _ _
,

P ( )

P ( )

FCS c FCS
i i t i

FCS c FCS
t,i i i t i

G x

p G x

 

   
  (25) 

 up_FCS max_FCS _ _ d_FCS
, , ,

c_FCS min_FCS c_FCS
, ,

P -

+ -P

FCS c FCS
t i i i t i t i

t i i t i

r G x p

p x

  


  (26) 

 dn_FCS d_FCS min_FCS _ _
, , ,

max_FCS c_FCS c_FCS
, ,

-P +

P -

FCS c FCS
t i t i i i t i

i t i t i

r p G x

x p

  


  (27) 
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 up_FCS max_FCS _ _
, ,

d_FCS c_FCS min_FCS c_FCS up_FCS
, , , ,

P

-P + -P -

FCS c FCS
t i i i t i

t i t i i t i t i

f G x

p x r

  


  (28) 

 dn_FCS d_FCS min_FCS g_FCS c_FCS
, , , ,

max_FCS c_FCS c_FCS dn_FCS
, ,

-P N -

+P - -

t i t i i t i t i

i t i t,i t i

f p x

x p r

 


  (29) 

III. CASE STUDIES 

Using inflexible thermal system with high wind penetration, 
impact of different fast charging stations (FCS) operation modes 
on unit commitment and rotating reserve provision2 is analyzed 
in detail. Shares of conventional units used in following 
simulations are: 35% nuclear, 45% coal, 15% combined cycle 
gas turbines (CCGT) and 5% open cycle gas turbines (OCGT). 
Listed shares are observed in regards to total net demand 
required for feasible operation (CPD – WPP + rotation reserve 
requirements = 50 GW). Share of WPP is 60% of total required 
generation capacity (CPD + rotation reserve requirements = 60 
GW). When talking about EV integration, percentage 
corresponds to the share of EV in today’s total vehicle’s fleet in 
UK, 50% is used in this paper. One Slow EV charging operation 
mode is used for observation, controlled slow charging without 
discharging but with reserve provision G2V-YR (Figure 3). This 
slow charging mode seems to be most probable in slow home 
charging. Legend for both figures is displayed on Figure 2. 
Figure 3 is showing one week unit commitment (first column), 
provision of secondary up reserve (second column) and 
secondary down reserve (third column) for the observed 
inflexible power system. Seven cases are listed as rows of 
graphs, case without EV and EV fast charging through six FCS 
operation modes defined in Table 2. Every graph inside figures 
includes power in GW on x-axis and time in hours on y-axis. 
Unit commitment graphs are divided into two parts, first one are 
colored areas representing unit commitment (generated energy) 
and second are colored lines representing total demand (black), 
demand without EV (light blue), EV fast charging (blue), EV 
slow charging (green) and FCS charging (pink). Red area above 
demand line is curtailed wind energy, while purple area just 
under demand line is energy discharged from FCS energy 
storage. Reserve graphs have the same division, colored areas 
represent reserved energy for contingency while colored lines 
represent total reserve requirements (black) and reserve 
requirements without EV’s impact (light blue). 

Once again, Table 3 and Figure 3 are presenting FCS operation 
mode impacts on unit commitment and reserve provision in 
combination with slow charging mode – G2V-YR.  

When observing NO-EV case (reference case) on Figure 3 
(USC-YR SEV operation mode) it can be noticed that both 
Nuclear Power Plants (NPP) and Coal Power Plants (CPP) are 
working at fixed power through one week period. The only 
difference is that NPP generate at full power while CPP power 
provision is lower than rated due to reserve provision 
requirements (second column). Most of the reserve up and 
almost all reserve down is provided by CPP. Wind power plants 
are scheduled only in peak periods, because reserve 
requirements are not allowing CPP to lower their generation in 
order to utilize more wind energy EV’s involvement in power 
system in observed SEV mode brings more than 40 % decrease 
in TSC in all FCS operation modes, more than 70% TSE 
decrease in all FCS operation modes and more than 94% 
decrease in WPC even in UFC-NR operation mode. Such great 
flexibility improvements are due to two main reasons: controlled 
(flexible) charging which allows energy arbitrage and reserve 
provision which eliminates reserve constraints on coal and gas 
power plants. 

Even though we add additional flexibility requirements 
through UFC-NR and especially UFC-YR operation mode, all 
flexibility metrics are significantly reduced. It actually means 
that slow charging is providing more flexibility than it is 
required for coverage of fast charging’s inflexibility. Most of the 
reserve up is provided by SEV as well as complete reserve down. 
Coal and gas units are providing up reserve in periods when they 
are also used for power generation (low wind periods). 

In G2S-NR mode metrics are further decreased, Table 3. 
FCS and SEV are both operating as energy arbitrage units thus 
reducing WPC to almost zero value (≈ 0.16% of WPC from NO-
EV case). By permitting FCS reserve capabilities, FCS are 
promoted to main reserve providers in both up and down reserve 
provision. Slow charging of EVs is less stressed, and it can be 
better utilized for energy arbitrage. For example, SEV charging 
has increased during weekends nigh periods when wind is high. 
Wind power curtailment is equal to zero. 

 

Figure 2  Legend for Figure 3 

 

Table 3  Flexibility parameters – SEV operation mode: G2V-YR 
Flexibility metricss NO-FCS UFC-NR UFC-YR G2S-NR G2S-YR S2G-NR S2G-YR 

TSC [106 €] 76,18 43,45 44,10 41,29 40,77 40,67 40,61 
TSE [109 kg CO2] 2,40 0,73 0,75 0,62 0,62 0,62 0,61 
WPC [GWh] 2971,06 158,41 185,24 4,75 0,00 0,00 0,00 

 

                                                           
2 Due to succinctness of the paper only secondary reserve will be discussed, 

but the same conclusions can be made for the primary reserve provision. 

 Unit commitment Secondary up reserve Secondary down reserve 

Le
ge

nd
 

 
 

Nuclear Coal
CCGT OCGT
WPP EV_sld
FCSd WPPcurt
EV_slc EV_fc
FCSc D-noEV
Demand

FCS EV
OCGT CCGT
Coal Nuclear
Rup-noEV Rup

0,00,40,81,21,6
FCS EV
OCGT CCGT
Coal Nuclear
Rdn-noEV Rdn
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Figure 3  Fast charging impact on power system operation – SEV operation mode: G2V-YR 

Usage of gas turbines is completely unnecessary when FCS 
discharging is included. Again, as in G2S-NR mode, SEV and 
FCS are providing combined energy arbitrage service. Power 
generated by wind turbines is completely utilized and there is no 
wind curtailment. S2G-YR mode provides most of up reserve. 

while down reserve is provided by SEV, FCS and coal power 
plants. 
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IV. CONCLUSION 

Detailed model for EV’s impact on power system operation 
has been developed using mixed integer linear programming in 
Fico Xpress programing environment. Electric vehicle’s 
charging has been observed as slow charging at home or work 
and as fast charging at fast charging stations. Both slow and fast 
charging are further classified into six charging modes 
depending on their ability to control their charging or reserve 
provision. One slow charging mode with strong implementation 
likelihood is used in this paper representing flexible (G2V-YR) 
mode. In G2V-YR mode slow charging is flexible enough to 
coupe with uncontrollable fast charging stations and wind power 
plants. Also, in both SEV operation modes, flexibility gained by 
allowed reserve provision is higher than flexibility gained by 
allowed discharging. 
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Abstract—In the light of power system decarbonization, electric 
vehicles are becoming an important tool to bridge the gap 
between traditional and low-carbon power systems.  If 
aggregated, electric vehicle’s fleet can provide flexibility to 
system operator. Recent literature defines aggregators as 
electric vehicle charger aggregators which collides with the 
conventional way of observing electric vehicles, as stationary 
chargers with connected loads/vehicles. This paper observes 
them as mobile batteries, not chargers. Therefore, new concept 
of electric vehicle battery aggregator has been defined which 
exploits their mobility. Battery aggregator has more information 
about vehicle’s behavior and can maximize their flexibility 
provision regardless when and where they charge. New concept 
brings benefits to all system participants from electric vehicle 
owners, aggregators, and system operators to society altogether.  

Index Terms—Electric Vehicles, Electric Vehicle Battery 
Aggregator, Charging Stations, Flexibility, Batteries 

I. INTRODUCTION 

Power system decarbonization enforces new operation 
paradigm to power system operators. Until recently, 
conventional generators (CG) were used to provide bulk 
energy and ancillary services to suppliers and system 
operators, respectively. Over the last two decades, share of 
electricity generated from variable and renewable energy 
sources (RES) increased drastically, while more expensive 
CGs gets decommissioned. Higher share of inflexible RES 
and decreasing number of flexible CGs leads to insufficient 
flexibility for ancillary services. System operators must have 
enough flexibility to maintain continuous operation and 
supply. Since the generation side cannot provide enough 
flexibility, system operators turned to demand side where 
flexibility can be extracted through demand response 
programs, energy storage, electric vehicles (EV) etc. In 
flexibility terms, EVs can be seen somewhat in between 
demand response and energy storage as they can change their 
consumption profile but also provide energy arbitrage with 
their batteries. EV’s batteries are small in capacity and they 
can participate in wholesale markets jointly through new 
entity named electric vehicle’s aggregator (EVA).  

This paper will define and classify EVs interaction with 
power system and propose a new concept of EVA where the 
objective is maximization of flexibility from EVs.  

A. Literature Review 

This subsection is going to review recent literature related 
to EVA in power system research community. EVA in [1] 
aggregates EVs to participate in electricity and regulation 
markets. EVA observes only night residential charging, i.e. 
EVA doesn’t observe specific EV’s behavior throughout day 
instead EVA aggregates home chargers of EV users. Input 
parameters required from EV owners are arrival battery state-
of-charge (SOC), arrival and departure times. Paper [2] 
explores a solution where the EVA directly controls the 
charging of EVs plugged-in to slow charging points 
(residential area) and bids for balancing reserve. Input data for 
EVA are targeted and initial SOC, expected and departure 
times. For each EV arriving to the charger availability period 
and charging requirement are defined. If an EV comes to 
charging point few times a day each new arriving is 
considered as a new EV. EVA in [3] participate in European 
style electricity and reserve markets through novel business 
rationale: bid maximum amount of negative reserve by EVs 
and use the intraday market as a backup source for charging 
energy. Each EV upon connection to charger submits: arrival 
and forecasted departure times, and SOC. EVA observes only 
time when EV connects to charger which effectively means it 
aggregates specific chargers activated only when EV plugs in.  

Comprehensive stochastic optimization model of EVA in 
day-ahead energy and ancillary services markets has been 
proposed in [4]. The SOC at arrival/departure times for 
individual EVs are forecasted and based on EVs 
driving/parking profiles. All observed EVAs are positioned in 
the same bus connected through night hours. Such definition 
reveals that EVA are aggregators of EV home chargers. Paper 
[5] propose a model of EVA as price maker and take into 
account the impact of the aggregator's bids on prices using a 
bilevel formulation. EVs should communicate their planned 
trips to the EVA. The individual plans are aggregated and 
large fleet is defined as time-varying battery. Authors in [6] 
reported a bidding strategy on electricity and regulation 
markets where EVA tends to maximize its profit while 
compensating EVs for battery degradation. Each EV should 
inform the aggregator their availability (connection to 
charger). Focus of paper [7] is on the scheduling problem of 
EV charging in a smart charging station which operates under 
the mechanism of vehicle-to-vehicle (V2V). EV at charging 
station set the charging task, however some EVs can function 
as energy storage and transfer their stored energy to other EVs 
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and by the Croatian Science Foundation under the project Electric Vehicles
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with more urgent deadlines – V2V. Authors in [8] use ADMM 
to decompose the EVA optimization problem. EVs and EVA 
solve their individual problems and message the 
incentive/solution/information signal between them. The input 
parameter is their deterministic driving/parking profile which 
implies that they are observing longer optimization time 
frames not just one parking period but they do not explain 
how would it be implemented in practice. 

Authors in [9] define the EVA as physical entity that 
connects to the distribution network through a main 
transformer. EVA is responsible for EVs charging, while 
maintaining the capacity constraints of its main transformer. 
Since the EVA is physical entity it aggregates chargers 
connected to its grid. Authors in [10] designed demand 
response strategy of smart household with incorporated EVs 
with vehicle-to-home and vehicle-to-grid capabilities. 
Household energy management’s objective function is to 
minimize total household energy cost using EVs as source of 
flexibility. EVA in [11] is charging station’s controller on 
university campus parking lots. Proposed charging strategy 
tends to minimize peak load curve using controlled EVs 
flexible charging and it is proven by results. Input parameters 
are current SOC, and the expected departure SOC and time. 
Paper [12] observes control strategies and communications 
requirements for system’s load frequency control using EVA 
(defined as controllers of parking lots). The results show that 
frequency deviations can be decreased using EVs. Input 
parameters required from EV owners are battery capacity, 
initial and real-time SOC, as well as charging mode. Paper 
[13] proposes optimization framework for battery swapping 
station (BSS) which acts as an intermediary between power 
system and EV users. BSS can interact with system in 
bidirectional flexible manner but can also transfer energy 
between batteries within its battery stack if high prices occur.  

Papers [14] and [15] tackle the problem of EV aggregation 
from the system point of view where effects of both slow and 
fast charging on power system has been investigated. It could 
be noticed that EV integration can improve power system 
operation if smart charging is applied or if storage is 
implemented into fast charging stations. On the other hand, 
passive charging can lower power system efficiency and 
increase system costs.  

Based on literature review, it can be noticed that EV 
integration into power system is an active, prominent, and 
ongoing research area. Research community have high 
expectations for utilization of EVs to provide flexibility to 
power system. Impact of EVAs has been well investigated in 
theory, but none of the research papers tackled the issue of 
EVA’s practical implementation.  

B. The new concept – background 

EVA has generally been defined as intermediary between 
EVs and market/system operator where EVA buys/sells 
energy/ancillary services on behalf of EVs. However, in 
reality, it aggregates EV chargers with connected EVs. EV can 
use/provide energy/ancillary services to the grid only when 
EV is connected to charger operated by its aggregator. EVs 
usually provide four input parameters to EVA: metered arrival 
time & SOC and preferred departure time & SOC. Based on 

predictions or historic profiles EVA can build demand profiles 
for its fleet to use them at wholesale markets. EVA defined in 
this manner resulted from conventional way of addressing the 
EVs: as any other electric load stationary connected to specific 
geographic location and specific socket. In fact, EVA is an 
electric vehicle charger aggregator and it can use only the 
flexibility of EV batteries within defined availability period on 
defined locations. EVA do not have information about EV 
battery SOC prior and after the connection. We argue that EVs 
should not be observed as conventional loads but as mobile 
batteries. EVA should not aggregate specific EV chargers 
physically located at households, parking lots or charging 
stations but the EVs with their batteries by themselves. The 
new concept of EVA is therefore named as electric vehicle 
battery aggregator or EVBA. 

EVBA could continuously throughout day track the EV 
information (SOC, planed trips) as part of future internet of 
things concept and charge/discharge EVs on whatever charger 
they connect to. Charger owners/operators should allow all 
EVs to charge without restrictions but for additional charging 
fee (charging infrastructure roaming). They should be 
understood as infrastructure operators similar to 
transmission/distribution system operators and charging fee as 
transmission/distribution fee (tariff).  

II. DEFINITIONS AND CLASIFICATIONS 

To define and elaborate EVBA concept next paragraphs 
will provide definitions and classifications to different EV 
charging infrastructure, modes, services, and benefits.  

A. EV charging infrastructure types 

EVs, in contrary to their internally combusted 
counterparts, possess a wide range of possible charging 
methods. Interdependency of EV’s charging and 
driving/parking processes can be described through three main 
charging infrastructure types (illustrated on Figure 1): 

• Drive & Charge lanes (or on-road charging): the primary 
task is to drive an EV, but at the same time owner can 
recharge it through infrastructure installed at roadways. 
D&C is possible as conductive – CCL (galvanic 
connection) or inductive – ICL (wireless connection) 
energy transfer between EV and charging lane. 

• Stop & Charge stations (or stop-by charging): driving 
with brief stops for charging through infrastructure 
installed next to roadways. S&C can be carried out 
through battery swapping stations – BSS (EVs swap 
empty for full battery) and Fast Charging Stations – FCS 
(short charging times, high charging power). 

• Park & Charge lots (or parked charging): the primary 
task is to park an EV, but at the same time owner can 
recharge it through infrastructure installed at parking 
lots. P&C lots with high EV interchange frequency 
include medium chargers (medium charging times and 
power), while low-frequent lots include slow chargers 
(long charging times, low charging power). 



 
Figure 1. EV’s charging infrastructure types 

B. EV charging modes in regards to EVSE flexiblity 

Each EV requires energy for motion, however EVs usually 
do not spend all energy for their trips and have spare energy or 
power capacity which can be used to sell flexibility services to 
system operator. Five main modes of power interchange 
between EV’s and power grid can be identified: 

• Uncontrolled or fixed power charging:  

o EVs charge at maximum power since plugged-in 
until fully charged (D&C, FCS, and P&C); 

o Batteries charge at maximum power since stocked-
in battery stock until fully charged (BSS); 

• Unidirectional controlled grid charging: 

o Grid-to-Vehicle (G2V): EVs charge according to 
aggregator’s instructions (D&C, P&C); 

o Grid-to-Station (G2S): FCS charge controllable 
through energy storage as a buffer, but each of EVs 
within the station is charged uncontrollable (FCS); 

o Grid-to-Battery (G2B): Batteries charge according 
to BSS operator’s instructions (BSS);  

• Bidirectional controlled grid charging/discharging: 

o Vehicle-to-Grid (V2G): EVs charge or discharge 
according to aggregator’s instructions (D&C, P&C); 

o Station-to-Grid (S2G): FCS charge/discharge 
controllable through energy storage, but each of EVs 
within the station is charged uncontrollable (FCS); 

o Battery-to-grid (B2G): batteries charge/discharge 
according to BSS operator’s instructions (BSS); 

• Controlled without grid charging: 

o Home-to-Vehicle/Vehicle-to-home (H2V/V2H): 
EVs charge/discharge using energy generated or 
stored in household (Slow Charging Lots); 

o Vehicle-to-Vehicle (V2V): EVs function as energy 
storage and transfer their stored energy to other EVs 
with more urgent deadlines (D&C, P&C); 

o Battery-to-Battery (B2B): Batteries function as 
energy storage and transfer their stored energy to 
other batteries with higher SOC (BSS). 

• Controlled charging with additional services: 

o Vehicle-for-Grid (V4G): EV’s charging/discharging 
flexibility is used for grid-specific ancillary services 
such as voltage control (D&C, P&C); 

C. EV’s flexiblity services 

EVs can provide flexibility services utilizing controlled 
charging modes listed in Subsection II. B. In this paper, 
flexibility services are defined as the use of EV’s controllable 
charging/discharging ability to change power rates at grid 
connection point. In general, these services are all actions 
beside basic charging (whose purpose is to increase the SOC 
to and to ensure energy for mobility) and they can be: 

• Up regulation achieved through: 

o If charging – charging power decrease, 

o If discharging – discharging power increase, 

o If idle – start discharging, 

• Down regulation achieved through: 

o If charging – charging power increase, 

o If discharging – discharging power decrease. 

o If idle – start charging. 

D. EVA types 

EVA can act on different markets with different objective 
functions. In general, EVA can act as: 

• Conventional supplier of EV chargers: Chargers are 
regarded as any other load (fixed charging) and EVA 
buys energy for them in energy-only markets; 

• Flexible supplier of EV chargers: EVA supplies EVs 
(energy-only market) and use charger’s flexibility 
(controlled charging) to balance its own stochasticity; 

• EV charger aggregator – BRP balancing: EVA supplies 
EVs (energy-only market) and use charger’s flexibility 
(controlled charging) to provide balancing services to 
other participants (balance responsible parties – BRP); 

• EV charger aggregator – System balancing: EVA 
supplies EVs (energy-only market) and use charger’s 
flexibility (controlled charging) to provide balancing 
ancillary services (regulation and reserve markets); 

• EV charger aggregator – Grid services: EVA use 
charger’s flexibility to provide grid-specific ancillary 
services (voltage/reactive power control, black start…). 

EVBA concept can efficiently incorporate all above-
mentioned types depending on market design and regulation. 



III. NEW CONCEPT 

Charging at any infrastructure type described in 
Subsection II. A. depends on the same EV’s SOC. However, 
based on current EVA definition, different aggregators 
(FCS/BSS operators or slow charger aggregators) act 
independently one from another and act as competitors. The 
idea is to create EVBA business model with the insight into 
charging at all infrastructure types and by doing so extracting 
maximum benefits from EV battery’s flexibility.  

A. The core of EVBA concept 

Benefits of charging an EV at slow/medium charging lots 
(SCL or MCL) versus FCS are multiple: lower power rates – 
lower battery degradation, off peak charging – lower charging 
energy, charging at one’s backyard – no need for travel to 
charge, long charging times – high possibility to provide 
flexibility services… For this reason, slow/medium charging 
should be used for bulk energy charging, while other 
infrastructure types are supplementary when additional motion 
energy is required. SCL/MCL are usually part of other 
consumer facilities and they are controlled within their smart 
environment (smart households, buildings, parking lots etc.). 
It’s not quite clear how an EVA can aggregate chargers 
(sockets) within other’s property. That’s why each charger 
should have its own independent metering so energy for/from 
EV can be exactly defined. When using charger metering 
several problems arise. How to execute billing if EV charges 
on charger that is not his property since supplier relates to 
chargers not EVs? How to include charging on different 
charging infrastructure in EVA’s future demand forecasts? 
How to pay for or forecast an EV’s flexibility services? Our 
solution to these questions is to implement metering on EV’s 
batteries and to aggregate batteries itself, not their chargers, 
which is the core of EVBA concept.  

In such design, SOC of batteries is tracked down by 
EVBA on continuous basis and EVs long-term flexibility 
could be utilized. For example, consider a case of a single EV 
illustrated on Figure 2 and Figure 3. Figures are representing 
EV’s driving/parking/charging profile through three adjacent 
days. Areas represent EV’s availability to charge, while red 
lines represent EV’s SOC for the case of uncontrollable 
charging (it doesn’t provide insight in EV’s SOC profile when 
used for flexibly services). Exemplary EV uses three charging 
infrastructure types: home-charger (where it parks every 
night), a work-charger (where it parks during workhours), and 
a FCS (on road to its favorite restaurant where it recharges 
every couple of days). Home-charger is EV owner’s property, 
work-charger is EV owner company’s property and FCS is of 
private recharging company. Under conventional EVA 
concept, home and work chargers would utilize EV’s 
flexibility just during EV’s parking hours on that specific 
charger without knowledge of charging and discharging 
outside that specific parking period. Different charging 
periods are illustrated with different colors on Figure 2 and 
each of them is independent from each another. EV’s cannot 
charge bulk of their power when energy prices are low (for 
example at weekends) or provide extra flexibility when 
flexibility prices are high since they do not record the history 
and do not predict the future. The also do not have 

information about SOC behavior due to driving and charging 
on FCS. In EVBA concept, EVs would optimally charge on 
different chargers while observing longer period. EVBA can 
track SOC information in all green areas of Figure 3. Since, 
EVBA have continuous information about battery’s behavior 
stochasticity will decrease radically while forecasting and 
scheduling becomes far more efficient. 
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Figure 2. EV’s driving/parking/charging behavior under conventional EVA 
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Figure 3. EV’s driving/parking/charging behavior under EVBA 

B. Additional business opportunities of EVBA concept 

Nowadays, many companies worldwide offers EV 
charging services through their own or through roaming on 
others’ charging infrastructure. There is also many ICT 
platforms offering mapping and information about charging 
infrastructure as well as optimal EV routing to closest and 
cheapest chargers. Such activities require detail information 
about EVs planned trips and battery characteristics. Since 
EVBA already handle all those data for its clients, a service of 
optimal EV routing is easily implemented to its algorithms. 

Even though charging at FCS is more expensive and more 
degrading, it is sometimes required as supplementary to 
SCL/MCL due to three reasons: 

• Unexpected trips before EV has been charged as planned 
and scheduled; 

• Insufficient charging times at SLC/MCL (business EVs, 
e.g. taxis), requires additional energy to finish activities; 

• Insufficient driving range, EV’s battery is depleted 
before the end of the trip (e.g. intercity trips). 



Investments in FCS are slow and usually executed by 
companies whose primary goal is not to earn through EV 
charging but to attract customers for their core business 
(commercial sector, energy companies, EV manufactures, city 
authorities…). Since EVBA have EV’s detail information, 
they would be ideal company to site, size and invest in FCS at 
most frequent routes. It can provide competitive edge to 
EVBA and increase the number of its clients.  

The same idea applies for charging lanes and BSS. The 
former is still in its early stage of development, while the latter 
have conceptual issues. The BSS advantages are short 
swapping times and lower battery degradation rate. In BSS 
concept all the batteries are BSS property. BSS needs to have 
significant number of batteries to even start its operation 
which makes capital-intensive to invest in BSS. Another issue 
is that BSS doesn’t allow charging outside BSS facility due to 
degradation reasons which is not appealing neither to EVAs 
nor to EV users. If an EV wants to recharge its battery by a 
dozen percent, the swapping process is the same as for the 
empty battery. Insufficient battery standardization between 
various battery and car manufactures is a big issue as well. 

Using EVs to provide flexibility services often collide with 
the problem of battery degradation. Capital cost of buying an 
EV is high where one of the most expensive parts is battery. 
EV’s users are unwilling to lend their batteries to aggregator 
for flexibility services even if the charging would be cheaper 
because, eventually, they would end up with destroyed 
battery. Since EVB concept base itself on strong control of 
EV’s batteries, the opposite interaction of EV’s users and 
EVBA would be extremely beneficial: the EVBA should 
participate in EV owner’s investment costs by buying the 
battery and effectively lending it to EV owner for mobility. 
The benefits of such model would be multiple: 

• EV owner’s investment costs are significantly decreased 
and EVs become accessible to wider range of users; 

• EV owners do not have to coupe up with battery 
charging and degradation (EVBA takes over); 

• EVBA acquires batteries for the whole fleet which leads 
to lower battery costs due to volume discounts; 

• EVBA receives continuous information about battery 
conditions and could easily perform on-line monitoring 
and diagnostics effectively becoming ideal battery 
maintenance company and prolonging battery lifetime; 

• EVBA can offer battery swapping due to degradation 
and swap EV’s battery when battery’s maximal capacity 
falls under certain value;  

• After battery capacity drops under values usable for 
mobility in EVs, EVBA can second-use them as 
stationary storage (especially within its own FCS to 
lower the peak demand and costs); 

• Since, the main BSS obstacles are solved (ownership 
and battery degradation), EVBA could invest in BSS at 
frequent FCS locations and increase its revenues. 

IV. CONCLUSION 

New concept of EV aggregator, named electric vehicle 
battery aggregator – EVBA has been proposed and 
demonstrated. EVBA aggregates EV batteries, hence long-
term EV flexibility can be most efficiently utilized. 
Continuous information exchange takes place between EVs 
and EVBAs. Efficient EVBA integration and design can bring 
benefits to different system participants. Existing EV owners 
can experience cost savings, new EV users can be stimulated, 
while their EVBAs can exploit new business opportunities. 
Grid operators can increase grid efficiency, while system 
operators can carry out more efficient system balancing. In 
general, society benefits are twofold: decarbonization of 
power (increased feasible RES penetration levels) and 
transportation system (increased attractiveness of 
electrification process). 

Future research will focus on EVs and EVBAs modeling 
in stochastic electricity and ancillary services market 
environment where the benefits of EVBA versus conventional 
EVA will be demonstrated. 
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Abstract—Integration of renewable energy sources accompa-
nied with decommission of fossil fueled power plants inherently
results in lack of power system flexibility. In turn, this reduced
flexibility calls for additional balancing services. In parallel to
this, the process of transport sector electrification is in place
and the large fleets of electric vehicles (EVs) could prove to
be one of the solutions for increased power system flexibility
needs. If managed adequately, EVs could be able to provide
the missing balancing services. In this paper, a model of EV
day-ahead market and frequency containment reserve bidding is
defined in order to asses the potential challenges that could arise
during such service provision. Special attention is given to the
EV battery state of energy, since the batteries are energy-limited
resources and specific issues may arise both at individual EV and
fleet level.

Index Terms—Electric Vehicles, Electric Vehicle Fleet, Electric
Vehicle Aggregator, Frequency Containment Reserve, Primary
Reserve

I. INTRODUCTION

Electrification of the transport sector is in the progress and
electric vehicles (EVs) are rapidly increasing their market
share. According to [1], EVs’ share in total vehicles sales in
China in 2018 is more then 4%, while in Europe and USA
these numbers are around 2.5%. Document [1] also states
that such trend will intensify in the future and a significant
effect on power system operation will be obvious since the
forecast electricity consumption increase from 2018 to 2030
is 10 to 20 times. Similar conclusions can be found in [2] and
[3], where the authors argue that EVs’ energy consumption
can be supplied with the current infrastructure. However, the
problem lies in the high increase in power demand, which
could increase the network congestion and create the need
for additional peak generation. In order to overcame those
issues, the EVs smart charging principle is highly supported.
The term smart charging refers to controllable charging (and
possible discharging) according to the power system needs.
Apart from the issues of simultaneous charging and therefore
local and/or global peak demand increase, smart charging is
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der the projects: Active NeIghborhoods energy Markets pArTicipatION –
ANIMATION, Innovative Modelling and Laboratory Tested Solutions for
Next Generation of Distribution Networks - IMAGINE, and Flexibility of
Converter-based Microgrids - FLEXIBASE.

also seen as a flexibility enhancement tool where EVs are
proposed to provide various ancillary services.

Power system flexibility requirements are on the rise due to
the heavy decarbonisation measures in the form of Renewable
Energy Sources (RES) increase [4], [5], and [6]. In general,
wind and solar variability and uncertainty increase ramping
and balancing needs. Parallel to the RES increase, decarboni-
sation also entails decommission of controllable fossil fueled
power plants traditionally used for providing flexibility to the
power system. Surely, a new flexibility providers must be
procured to secure stable and non-disrupted power system
operation. This paper discusses how an EV fleet can be used to
provide balancing reserve to the transmission system operator
through a new model of an aggregated EV fleet, but still
respecting all the individual EV behavior and constraints.

Balancing reserves in Europe are divided into automatic and
manual. The automatic reserves are Frequency Containment
Reserve (FCR) and automatic Frequency Restoration Reserve
(aFRR), while the manual reserves are manual Frequency
Restoration Reserve (mFRR) and Replacement Reserves (RR).
In this paper we focus on FCR, which in the European
Union Internal Electricity Balancing Market denote operating
reserves necessary for constant containment of frequency
deviations (fluctuations) from the nominal value in order to
constantly maintain power balance in the whole synchronously
interconnected system [7]. The EV FCR provision can bear
some additional costs such as investment in bidirectional
charging equipment. Profitability of such investment highly
depends on the FCR design type, FCR price range and the
amount of such investment [8]. The EV aggregator bidding
strategies in the day-ahead energy and FCR markets depend
on the EV behavior stochasticity. Thus, integrating uncertainty
in mathematical models yields higher revenues [9]. FCR is
activated when frequency diverges form its nominal value
and, from the technical viewpoint, EVs are perfectly able to
provide FCR timely and accurately when needed [10]. Apart
from the EV behavior uncertainty, the price uncertainty also
plays a crucial role in profitability of an EV aggregator bidding
strategy in both the day-ahead energy and FCR markets [11].
The high revenue streams from FCR provision can provide
sufficient return to cover a significant part of the EV charging
costs.
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The review shows that different aspects are considered when
EVs are observed as energy and reserve market participants.
While some of the papers tackle the issue of price or EV
behaviour uncertainty none of the takes into account reserve
activation uncertainty. The main contribution of this paper is
to demonstrate how an EV fleet behaves when providing FCR
in developed European markets and how the uncertain FCR
activations affect EV and EV fleet SOE. Direct modeling of
individual EV constraints and usage of real FCR activation
data provides an insight how an EV aggregator should organise
its bidding strategy in the DAM and FCR market. The focus
of the paper is not to create stochastic bidding model but to
check how such uncertainty affects the EV fleet and individual
EVs in the real time.

II. MATHEMATICAL FORMULATION

A. Nomenclature

1) Sets and Indices:
T Set of time steps, indexed by t.
V Set of vehicles, indexed by v.
CP Set of charging points, indexed by cp.

2) Input parameters:
AUP FCR

s,t Up FCR activation vs reservation ratio for s at t,
ADN FCR

s,t Down FCR activation vs reservation ratio for s at
t,

CBAT
v Capital battery cost of vehicle v (e ).

CFCH
t Fast charging fee (e /kWh).

CDAM
t Day-ahead market electricity price at t (e /kWh).

CRUP RES
t Reservation fee for either upward FCR or aFRR

at t (e /kW),
CRDN RES

t Reservation fee for either downward FCR or
aFRR at t (e /kW),

CAP BAT
v Battery capacity of vehicle v (kWh).

DBAT
1,2,3,4 Battery degradation coefficients.

ECP MAX
v,t Maximum energy limit for v at t due to charging

point installed power limits (kWh).
EOBC MAX

v,t Maximum energy limit for v at t due to on-board-
charger installed power limits (kWh).

EFCH MAX Maximum energy limit for fast charging point
(kWh) at certain time-step.

ERUN
v,t Energy consumed for mobility purposes in vehicle

v at t (kWh).
SOEMIN

v Minimum allowed SOE of vehicle v (%).
SOEMAX

v Maximum allowed SOE of vehicle v (%).
SOE0

v Initial SOE of vehicle v (%).
SOECV Constant voltage charging phase knee point (%).
ηDCH EV V2G discharging efficiency.
ηFCH EV fast charging efficiency.
ηRUN EV mobility discharging efficiency.
ηSCH EV slow charging efficiency.

3) Variables:
eBUY DAM
v,t Energy bought for v at t on the day-ahead market

(kWh).
eSELL DAM
v,t Energy sold from v at t on the day-ahead market

(kWh).

cDEG
v,t Degradation cost of vehicle v at time t (e ).

eDCH
v,t Energy discharged from vehicle v at t (kWh).

eFCH
v,t Energy fast charged to vehicle v at time t (kWh).

eSCH
v,t Energy slow charged to vehicle v at time t (kWh).

soeEV
v,t State-of-energy of vehicle v at time t (kWh).

rUP FCR
v,t Reserved capacity of v at t on either upward FCR

or aFRR market.
rDN FCR
v,t Reserved capacity of v at t on either downward

FCR or aFRR market.
rUP
v,t Maximum capacity of v at t in upward direction.

rDN
v,t Maximum capacity of v at t in downward direc-

tion.

B. Mathematical Model

The mathematical model is a minimization of the energy
cost purchased in the DAM minus the sold FCR up and down
capacities.

min
ΞOF

cEVBA =

Nt∑

t=1

Nv∑

v=1

eBUY DAM
v,t · CDAM

t − eSELL DAM
v,t · CDAM

t

−rUP FCR
v,t · CRUP FCR

t − rDN FCR
v,t · CRDN FCR

t

eFCH
v,t · CFCH

t + cDEG
v,t (1)

Amount of capacities which could be traded is limited with
charging/discharging power/energy constraints:

eBUY DAM
v,t , eSELL DAM

v,t ≥ 0 ∀v, t ∈ V, T ; (2)

rUP FCR
v,t , rDN FCR

v,t ≥ 0 ∀v, t ∈ V, T ; (3)

rUP
v,t, r

DN
v,t ≤ EOBC MAX

v ∀v, t ∈ V, T ; (4)

rUP
v,t, r

DN
v,t ≤ ECP MAX

v,t,cp ∀v, t, cp ∈ V, T, CP ; (5)

rUP
v,t ≤ soeEV

s,v,t − SOEMIN · CAP BAT
v

∀s, v, t ∈ S, V, T ; (6)

rDN
v,t ≤ SOEMAX · CAP BAT

v − soeEV
s,v,t

∀s, v, t ∈ S, V, T ; (7)

rDN
v,t ≤ EOBC MAX

v · 1 − soeEV
s,v,t

1 − SOECV · CAP BAT
v

∀s, v, t ∈ S, V, T ; (8)

rUP
v,t ≥ eSELL DAM

v,t /DT − eBUY DAM
v,t /DT

+rUP FCR
v,t ∀v, t ∈ V, T ; (9)

rDN
v,t ≥ eBUY DAM

v,t /DT − eSELL DAM
v,t /DT

+rDN FCR
v,t ∀v, t ∈ V, T ; (10)

eCH
s,v,t − eDCH

s,v,t = eBUY DAM
v,t − eSELL DAM

v,t

+rDN FCR
v,t · ADN FCR

s,t · DT − rUP FCR
v,t · AUP FCR

s,t · DT

∀s, v, t ∈ S, V, T ; (11)

eFCH
v,t ≤ EFCH MAX

t ∀v, t ∈ V, T ; (12)

Eqs. (2) and (3) set the four bidding variables as positive.
Eq. (4) constrains the charging/discharging power to the On-
Board Charger (OBC) capacity, while eq. (5) constrains the
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charging/discharging power to the Charging Point (CP) ca-
pacity. Variables rDN and rUP refer to maximal power that
an EV can charge (or go down) and discharge (or go up),
respectively, while rDN FCR and rUP FCR refer to bids for FCR
down and up provision, respectively. Eqs. (6) and (7) limit
the maximum discharging and charging power considering
minimum/maximum State-Of-Energy (SOE). Charging power
is additionally constrained in eq. (8) for higher values of
SOE due to reduced charging speed at the constant voltage
phase of the li-ion battery charging process. Eqs. (9) and (10)
allocate the maximum discharging/charging power between
the DAM Sell/Buy (eSELL DAM

v,t and eBUY DAM
v,t ) energy and

FCR DN/UP reserve activations (rDN FCR
v,t · ADN FCR

s,t · DT and
rUP FCR
v,t ·AUP FCR

s,t ·DT ). Parameters ADN FCR
s,t and AUP FCR

s,t are
calculated based on the ratio of total accepted FCR UP/DN
reserve and actual activated reserves.

cDEG
s,v,t >= CBAT

v · (DBAT
1 + DBAT

2 · eDCH
s,v,t

CAP BAT
v

· 100

+DBAT
3 · 1 − soeEV

s,v,t

CAP BAT
v

· 100) ∀s, v, t ∈ S, V, T ; (13)

cDEG
s,v,t >= CBAT

v · (DBAT
4 · eDCH

s,v,t

CAP BAT
v

· 100)

∀s, v, t ∈ S, V, T ; (14)

Li-ion batteries are prone to degradation, especially when
cycled often. Thus, the degradation is taken into account when
providing energy discharging. Eqs. (13) and (14) calculate
Vehicle-to-Grid (V2G) discharging degradation cost.

soeEV
v,t = soeEV

v,t−1 + eCH
v,t · ηCH − eDCH

v,t /ηDCH

−ERUN
v,t /ηRUN + eFCH

v,t · ηFCH ∀v, t ∈ V, T(t �=1); (15)

soeEV
v,t ≥ SOEMIN · CAP BAT

v ∀v, t ∈ V, T ; (16)

soeEV
v,t ≤ SOEMAX · CAP BAT

v ∀v, t ∈ V, T ; (17)

soeEV
v,t ≥ SOET0 · CAP BAT

v ∀v ∈ V, h = 24; (18)

Eq. (15) calculates the current SOE based on the SOE from
the previous timestep, amounts of charged and discharged
energy, energy used for driving (E RUN ) and energy used for
fast charging when there is insufficient energy to complete the
trip (e FCH). Eqs. (16) and (17) limit the SOE of a battery
to its minimum and maximum capacities, while eq. (18) sets
the final SOE to its initial value.

III. INPUT DATA AND CASE STUDIES

The simulations are carried out in two stages. The first
stage is designed without FCR activation scenarios with day-
ahead EV schedules only. This is achieved by neglecting the
FCR activation energy in eq. (11), i.e. the amount of activated

TABLE I: Electric Vehicle (EV) Type Data

EV Type Battery Capacity OBC Rated Power Battery Price Fleet Share
Small 20 kWh 3.7 kW e 3250 30

Medium 40 kWh 7.4 kW e 6500 40
Large 60 kWh 11 kW e 9750 30

energy from FCR in the first stage is zero. The second stage
is run after the first stage and it embodies the real-time
realizations of FCR activation. Ten scenarios of simulated FCR
realizations are utilized while the accepted DAM energy and
FCR bids from the first stage are held fixed. The simulations
are run for one day with half-hour time step, while the DAM
and FCR bids are modeled as one-hour products. The model
was formulated as linear program in Fico Xpress optimization
environment and run on a typical PC.

A. Input data

The data used to model EV behavior is taken from the Joint
Research Center European driving study [12], [13], [14], and
[15]. Three EV types were modeled and their data is show in
Table I. Three slow charging points were modeled with power
ratings of 3.7, 7.4 and 11 kW. Fast charging was modeled as
50 kW. DAM and FCR market prices as well as activation data
are from the French power system on Nov. 21, 2018 (EPEX
and RTE data). This day is specifically chosen as it had the
highest volatility of DAM prices within one day in 2018. The
activation scenarios are calculated based on probability density
functions created from the RTE 2018 data of FCR accepted
capacity bids and FCR activated energies using equations:

AUP FCR =
Activated UP FCR energy

Accepted FCR UP capacity · DT
(19)

ADN FCR =
Activated DN FCR energy

Accepted DN FCR capacity · DT
(20)

Efficiencies used in this paper are as following; slow charg-
ing ηSCH = 0.95, discharging for driving ηRUN = 0.90, dis-
charging as V2G ηDCH = 0.85, and fast charging ηFCH = 0.80.
SOE parameters used for all EVs are following: SOEMAX =
1, SOEMIN = 0.2, SOECV = 0.8, and SOET0 = 0.4. Battery
degradation parameters: DBAT

1 = −0.3429, DBAT
2 = 0.03403,

DBAT
3 = 0.004287, and DBAT

4 = 0.008317.

B. Case Studies

For the same input data seven different charging and FCR
product modes are observed:

1) Dumb or uncontrolled charging: EVs immediately charge
after the plugging to the charging point and charge until
fully charged ;

2) G2V no FCR: unidirectional controllable charging with-
out the possibility of FCR provision,

3) G2V S FCR: unidirectional controllable charging with the
possibility of symmetrical FCR provision,

4) G2V A FCR: unidirectional controllable charging with
the possibility of asymmetrical FCR provision,

5) V2G no FCR: bidirectional controllable charging without
the possibility of FCR provision,

6) V2G S FCR: bidirectional controllable charging with the
possibility of symmetrical FCR provision,

7) V2G A FCR: bidirectional controllable charging with the
possibility of asymmetrical FCR provision,
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TABLE II: Different Charging Modes Results

Dumb G2V G2V G2V V2G V2G V2G
no FCR S FCR A FCR no FCR S FCR A FCR

OF Value 652.75 329.49 267.38 -359.39 175.02 -1030.19 -1201.80
Fleet SOE Mean [%] 63.87 64.29 64.11 76.60 73.06 71.39 67.55

Over SOEmax [#] 0 0 22 3263 0 306 11
Over SOEmax [MWh] 0 0 0.00 3.35 0 0.09 0.00

Under SOEmin [#] 0 0 1790 225 0 1058 2358
Under SOEmin [MWh] 0 0 1.95 0.21 0 1.70 4.75

IV. RESULTS

The acquired results are show in Table II through 6 com-
parable parameters:

i. OF Value: First stage objective function value in Euros;
ii. SOE Mean [%]: Mean SOE in percent for the whole fleet

and through all scenarios,
iii. Over [#]: Number of timesteps when SOE of individual

EV exceeds its maximum SOE,
iv. Over [MWh]: Sum of energy in timesteps when SOE of

individual EV exceeds its maximum SOE, i.e. the energy
which cannot be stored in specific EV as planned one
day ahead of delivery,

v. Under [#]: Number of timesteps when SOE of individual
EV falls behind its minimum SOE,

vi. Under [#]: Sum of energy in timesteps when SOE of
individual EV falls behind its minimum SOE, i.e. energy
that cannot be withdrawn from the EV as planned one
day before the delivery.

A. Costs and Bids

As displayed in Table II, adding controllability, either
through V2G discharging or through FCR provision, decreases
overall charging costs of the EV fleet. Unidirectional control
without FCR reserve provision splits the total cost in half
compared to the dumb charging, while symmetrical FCR
provision yields additional 10% in total cost decrease. The
overall cost turns to profit in the case of G2V asymmetrical
FCR provision.

Cost of V2G without FCR provision is less than a third
of the dumb charging cost and around 50% of G2V no FCR
cost. Adding FCR provision to V2G charging creates profits
for users where asymmetrical provision is identified as the
financially most attractive option. V2G A FCR mode yields
3.3 times higher revenue compared to G2V A mode.

Reasons for such OF value distribution through modes 3),
4), 6) and 7) is further illustrated in Figures 1, 2, 3 and 4.
The DAM and FCR bids of the EV fleet are shown in sub-
figures a). As shown in Figure 1, G2V S mode is heavily
constrained and can offer FCR only when DAM charging
takes place (only in the morning price valley). G2V A mode is
released of the symmetry constraint and can therefore provide
continuous FCR down reserve and occasional up reserve while
the fleet is charging (Figure 2). Allowing V2G discharging
enables (see Figures 3 and 4) continuous up and down FCR
provision when the EVs are in the idle status (not charging,
discharging or driving). Additional benefit of V2G A mode

compared to V2G S mode is more available FCR provision in
a fleet’s charging/discharging period.

B. Fleet SOE

The mean fleet SOE is around 64% for the first three modes
(Table II) and it increases significantly for G2V A FCR mode
because provision is asymmetrical and only in the direction
of additional charging (up reserve). The three V2G cases are
in between the previously mentioned cases since V2G cases
keep SOE a bit higher to be able to discharge later in the day,
but not as high as the SOE increased during the G2V A FCR
case.

The stochastics behind the FCR activation and SOE be-
haviour are displayed in sub-figures b), which display the mean
fleet SOE during the day (measure units in % on the left x axis)
and error in the form of difference of the real mean SOE after
activation and planned day-ahead mean SOE (measure units
in MWh on the right x axis) for all observed scenarios. Since
there is only low FCR reservation in the G2V S mode, the
SOE deviation is negligible (Fig. 1). On the other hand, G2V
A mode provides FCR in only one direction and the error
in fleet SOE significantly increases, but the mean SOE value
never exceeds the upper SOE limit (Fig. 2). In V2G modes,
Figures 3 and 4, the error exist in both directions, depending
on how activation unfolds in a specific scenario. The The
asymmetrical case, since its activation is not balanced in up
and down directions, suffers from slightly more deviations in
the fleet SOE.

C. Individual EV SOE

The results tackling the individual EV SOE issues are
presented in Table II (last four rows) and subfigures c). Rows
Over SOEmax [#]/Under SOEmin [#] and Under SOEmin
[MWh] show the number of timesteps when the amount of
total energy EVs exceed their SOE maximum or minimum
value. It could be concluded that the SOE of individual EVs
rarely exceeds their limits in all modes except G2V A FCR
mode, which pushes the SOE for quite a number of EVs over
the upper SOE bound. Subfigures c) display three lines, the
upper/lower line shows the EV with highest/lowest SOE in a
specific timestep observing all scenarios and the entire fleet.
The medium line shows the planned mean day-ahead SOE
curve for the entire fleet.

The upper conclusion can be confirmed in subfigures c),
where in all figures except Fig. 2 the highest SOE is around
SOEmax. In G2V A mode, the highest SOE is mostly above
the SOE limit, in some timesteps close to 125%. For the lower
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SOE bound, the conclusions are contrary. G2V A FCR mode
yields the lowest number of periods when EVs’ SOE fall
bellow the lower limit (however the number and energy below
this threshold is not negligible). G2V S FCR mode provides
a very small capacity in the FCR market but EVs whose
SOE descend below the minimum threshold is very high, even
higher than in the case of V2G S FCR mode. However, when
we compare the minimum amount an individual EV SOE
reaches in those two modes, Figs. 3 and 1 indicate that in
V2G S FCR mode the worst SOE falls below 0%, while in
G2V S FCR mode it never falls below 5%.

V2G A FCR mode is the most profitable one, but it is
followed by the highest issues when observing the individual
EV SOE minimum limits. The total under SOE energy is
2.8 and 2.4 times higher than in G2V S and V2G S modes,
respectively.

D. Realized Charging/Discharging of a Fleet
Subfigures d) show the amount of total realized charg-

ing/discharging energy of the fleet in different scenarios and
the maximum energy that can be charged/discharged by the
fleet. In both the G2V cases, the charging energy is much lower
than its maximum. In V2G cases, during charging/discharging
periods, it almost reaches maximum in both directions to retain
as much profit as possible from the highest price difference
during the day.

V. CONCLUSION

This paper observes how the individual EV and EV fleet
SOE behave during the FCR reserve provision. It can be
seen that neglecting the FCR activation during the scheduling
process satisfies the SOE boundaries at the fleet level, but leads
to infeasible SOE states of individual EVs. This issue can be
reinterpreted in the following way: in periods when individual
EVs’ SOE exceeds/fall bellow its limits, the aggregator would
in reality be unable to provide the scheduled reserve and suffer
from penalties imposed by the system operator. To solve this
issue the EV aggregator should use the intraday market to
revert to its scheduled operating point. Additionally, sophisti-
cated re-dispatching algorithms that can activate another EV if
the scheduled EV is not able to provide the scheduled service
are needed. One of the options is to include the FCR activation
stochastics in the day-ahead scheduling algorithm and decrease
the number of EVs potentially charging or discharging into
infeasible SOE values.

The final conclusion is that the real value of V2G dispatch-
ing does not lie in selling energy but in creating as wide as
possible capacity for FCR reserve provision.
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Fig. 1: Results for G2V Symmetric FCR Provision

Fig. 2: Results for G2V Asymmetric FCR Provision
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Fig. 3: Results for V2G Symmetric FCR Provision

Fig. 4: Results for V2G Asymmetric FCR Provision
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Abstract—Power system decarbonisation is closely followed
by the liberalization of ancillary services to secure a sufficient
volume of services at all times. In Europe, system operators are
adjusting ancillary services markets to allow entrance of new
players. Reserves are the first ones to be liberalized and one of
their potential providers are electric vehicles. They can decrease
their charging costs through reserve provision under negligible
affect on users comfort. However, reserves are highly intertwined
with uncertainty and depend on many parameters. To adequately
address these uncertainties and safely bid in the markets, an
aggregator must adequately integrate them in its optimal bidding
algorithm. In this paper, a new robust model is proposed where
a tight uncertainty set of reserve activation is created using a
realistic reserve activation dataset. The tight robust framework
is analysed on the electric vehicle feet operation under one
aggregator. A sensitivity analysis is performed to find adequate
boundaries of the uncertainty set. The results show that robust
approach can be used to adequately address this uncertainty
allowing the aggregator to choose its risk exposure and hedging
strategy. Also, the results show that neglecting more than 1%
of the most extreme activation volumes could lead towards too
liberal models not securing the battery limits adequately.

Index Terms—Aggregator, Electric Vehicles, Frequency Con-
tainment Reserve, Frequency Restoration Reserve

I. INTRODUCTION

Electric Vehicle (EV) numbers are exponentially growing
and they are expected to take up to 30% of the market share
worldwide by 2030 [1]. While the EVs’ passive charging
can harm the power system, smart charging can bring new
flexibility and help the system operate more efficiently [2], [3].
In Europe, power system balancing is based on four main types
of reserves: Frequency Containment Reserve (FCR), automatic
Frequency Restoration Reserve (aFRR), manual Frequency
Restoration Reserve (mFRR) and Replacement Reserve (RR).
FCR and aFRR are are fast reserves with frequent and short
activations, while mFRR and RR are slower with rare and long
activations [4]. In this paper only the automatically activated
reserves will be addressed as they are technically more suited
for battery systems [5] and can bring higher revenues [6].

This work has been supported in part by the European Structural and
Investment Funds under project KK.01.2.1.02.0063 SUPER (System for
optimization of energy consumption in households)., as well as by the Croatian
Science Foundation and European Union through the European Social Fund
under project Flexibility of Converter-based Microgrids – FLEXIBASE (PZS-
2019-02-7747).

Electricity market participants can be affected by different
uncertainties stemming from physical or financial conditions.
In case of EVs providing reserve, three uncertainty threads
can be addressed: EV behavior, prices and reserve activation
dynamics. The EV behavior can be modeled using scenarios
[7], [8], [9], [10] and solved by second-stage markets [11],
[12]. Price uncertainties are often addressed by stochastic [7],
[9] or robust frameworks [13]. The last group of uncertainties
is often modeled as fixed probability of activation [11], [13],
[14] or as stochastic models where scenarios are generated
randomly and uniformly [7], [8], [15]. Some more advanced
models includes usage of automatic generation control (AGC)
signal to design the activation scenarios through a truncated
Gaussian distribution [10] or a robust model tackling the worst
case scenario of the manual reserve activation [13]. It is worth
noting that most of the referenced papers (except [12]) target
the United States markets, while European (EU) energy and
ancillary service markets are outside of the focus.

The problem of uncertain reserve activation is more promi-
nent then ever before as the structure of reserve providers
changed from controllable power plants to distributed re-
sources with constrained possibilities. The EVs’ main source
of flexibility are their batteries, but at the same time the
batteries’ state-of-energy (SOE) limits are the most affected
parameters when reserve is activated during the real-time.
Fixed probabilities or scenarios not based on real activation
data do not faithfully represent the uncertainty and the EVs
can be forced to dive into unplanned SOE levels, to recharge
on other (often more expensive) markets or to be unable
to provide the contracted services. The inability to provide
the agreed day-ahead (DA) energy would cause additional
balancing costs, whereas the inability to deliver the contracted
reserve would lead to penalization [10], [14], [15] and po-
tential disqualification. In order to prevent these unwanted
events the uncertain nature of reserve activation should be
addressed adequately. Activation scenarios based on real data
such as Automatic Generation Control – AGC (appropriate
for USA markets [10]) or on publicly available balancing data
in Europe (ENTSO-e transparency platform) are one of the
solutions. However, scenarios can be difficult to create and
computationally burdensome. What is more important, such
models fail to provide the decision-maker the flexibility in
terms of a compromise between the uncertainty and the cost.
On the other hand, the robust formulation is not affected by978-1-6654-3597-0/21/$31.00 ©2021 IEEE



those issues and as such can be more relevant for this type
of problems. A prior work in the area focused on the type
of reserves where the number of calls during the day is an
integer value accompanied with a binary value for each call
meaning that reserve will be either fully activated or not [13].
However, this representation resembles manual reserves and
not automatic that are more suitable for EVs.

We argue that there is a scientific gap concerning the
modeling of reserve activation uncertainty and thus we propose
a new robust framework for EU-style markets based on real
balancing data. The focus of the paper is only on reserve
activation uncertainty to isolate this concrete issue, but the
model can be easily expanded with price or behavior uncer-
tainties explained in the above-referenced papers. The main
contribution of the paper is threefold:

1) Reserve activation uncertainty set design based on real
activated energy and reserved capacity from EU markets;

2) A new tight robust formulation for the EV fleet automatic
reserve bidding;

3) A sensitivity analyses of the robust set parameters affect-
ing the EV fleet and individual EV SOE behavior.

The structure of the paper is the following: Section II
defines and explains the mathematical background, Section III
identifies the input parameters and elaborates the case studies,
while Section IV highlights the most important findings.

II. MATHEMATICAL FRAMEWORK

Two models for an EV fleet optimal scheduling are con-
ceived: the deterministic one and the robust one. The deter-
ministic model stands as the basis for the robust design.
A. Nomenclature

1) Sets and Indices:
S Set of scenarios, indexed by s ∈ [1, Ns],
T Set of time steps, indexed by t ∈ [1, Nt],
V Set of vehicles, indexed by v ∈ [1, Nv].

2) Input Parameters:
∆ Duration of a time-step [h],
Λ Full duration of reserve activation,
A{UP/DN} {FCR/aFRR} Fixed Up/Dn FCR/aFRR activation ratio,
CB
v Capital battery cost of vehicle v [e ],

CFCH
v,t Fast charging fee [e /kWh],

CDAM
t DA market electricity price at t [e /kWh],

Bv Battery capacity of vehicle v [kWh],
CA

{UP/DN} {FCR/aFRR}
t Activation fee at t [e /kWh],

CR
{UP/DN} {FCR/aFRR}
t Reservation fee at t [e /kW/∆],

DB
{1/2/3/4} Battery degradation coefficients,

ERUN
v,t Energy used for driving in vehicle v at t [kWh],

PCP MAX
v,t Maximum power limit for ch. stations v at t [kW],
P FCH MAX Maximum power limit for fast charging [kW],
POBC MAX
v Maximum power limit for OBC of v [kW],
SOE

{MIN/MAX}
v Min/max allowed SOE of vehicle v [%],

SOET0
v Initial SOE of vehicle v [%],

η{SCH/FCH} EV slow/fast charging efficiency.
η{RUN/DCH} EV mobility/V2G discharging efficiency,

3) Variables:
cDEG
v,t Degradation cost of vehicle v at time t [e ],
e
{BUY/SELL} DAM
v,t Energy bought/sold in DA market [kWh],
eDCH
v,t Energy discharged from vehicle v at t [kWh],
e
{SCH/FCH}
v,t Energy slow/fast charged to EV v at time t [kWh],
eDEG
v,t Energy flow in/out battery used for degradation,
f Sum of costs other than reserve activation [e ],
g Sum of costs of reserve activation [e ],
hv,t Energy flow not from reserve activation [MWh],
kv,t Energy flow from reserve activation [MWh],
r
{UP/DN} {FCR/aFRR}
v,t Sold reserve capacity of EV v at t [kW],
soeEV

v,t State-of-energy of EV v at time t [kWh].

B. Deterministic Model

The deterministic model takes a fixed activation ratio based
on average activation of specific reserve type and direction
[16]. The objective function (OF) includes costs/revenues
from the energy market, revenues from the reserve capacity,
the V2G degradation cost, the fast charging cost and the
costs/revenues of activated reserve energy. The first four costs
are summed in eq. (D-2), while the costs associated with
reserve activation are summed in eq. (D-3). Objective function:

min
ΞO

(f + g); (D-1)

f=
∑Nt

t=1

{∑Nv

v=1

[
eBUY DAM
v,t ·CDAM

t −eSELL DAM
v,t ·CDAM

t

−rUP FCR
v,t ·CRUP FCR

t −rDN FCR
v,t ·CRDN FCR

t

−rUP aFRR
v,t ·CRUP aFRR

t −rDN aFRR
v,t · CRDN aFRR

t

+cDEG
v,t + eFCH

v,t · CFCH
v,t

]}
; (D-2)

g=
∑Nt

t=1

{∑Nv

v=1

[
−rUP FCR

v,t ·AUP FCR ·∆·CAUP FCR
t

+rDN FCR
v,t ·ADN FCR ·∆· CADN FCR

t

−rUP aFRR
v,t ·AUP aFRR ·∆·CAUP aFRR

t

+rDN aFRR
v,t ·ADN aFRR ·∆·CADN aFRR

t

]}
; (D-3)

Eq. (D-2) manages the costs not associated with reserve acti-
vation, while the costs stemming from the reserve activation
are summed in eq. (D-3). Such division of OF is used to ease
the writing and understanding of the equations in Section II-C.

eBUY DAM
v,t , eSELL DAM

v,t , rUP FCR
v,t ,

rDN FCR
v,t , rUP aFRR

v,t , rDN aFRR
v,t ≥ 0; (D-4)

eSELL DAM
v,t /∆− eBUY DAM

v,t /∆ + rUP FCR
v,t + rUP aFRR

v,t

≤ min(POBC MAX
v , PCP MAX

v,t ); (D-5)

eBUY DAM
v,t /∆− eSELL DAM

v,t /∆ + rDN FCR
v,t + rDN aFRR

v,t

≤ min(POBC MAX
v , PCP MAX

v,t ); (D-6)

The DA variables are modeled as positive values in eq. (D-4).
Charging/discharging power is limited with the On-Board
Charger (OBC) and Charging Point capacity in eqs. (D-5) and
(D-6). The lower value limits the exchanged power with grid.

soeEV
v,t = SOET0 ·Bv + hv,t + kv,t; (D-7)

hv,t =
∑t

τ=1

{
eBUY DAM
v,τ · ηCH − eSELL DAM

v,τ /ηDCH



−ERUN
v,τ /η

RUN + eFCH
v,τ · ηFCH}; (D-8)

kv,t =
∑t

τ=1

{
∆ ·
[
ηCH · (rDN FCR

v,τ ·ADN FCR

+rDN aFRR
v,τ ·ADN aFRR)− 1/ηDCH · (rUP FCR

v,τ ·AUP FCR

+rUP aFRR
v,τ ·AUP aFRR)

]}
; (D-9)

The SOE is calculated as a summation of the initial SOE and
all the energy charged/discharged to/from the battery until the
time-step t in eq. (D-7). Similarly as in the OF equation (D-1),
the eq. (D-7) has its terms divided into two categories: variable
hv,t defined in eq. (D-8) deals with variables not associated
with reserve activation, while the variable kv,t defined in eq.
(D-9) deals with reserve activation variables (later modeled as
random parameters). Energy charged/discharged as reserve ac-
tivation is calculated with inputs A{UP/DN} {FCR/aFRR} ∈ [0, 1].
Note that in det. case these are fixed scalars, however in sub-
sequent Section, they will be changed to random parameters.

SOEMIN ·Bv ≤ soeEV
v,t + eBUY DAM

v,t+1 · ηCH

−eSELL DAM
v,t+1 /ηDCH − Λ ·∆/ηDCH · (rUP FCR

v,t+1 + rUP aFRR
v,t+1 )

−ERUN
v,t+1/η

RUN + eFCH
v,t+1 · ηFCH ∀t ∈ T(t6=Nt); (D-10)

SOEMAX ·Bv ≥ soeEV
v,t + eBUY DAM

v,t+1 · ηCH

−eSELL DAM
v,t+1 /ηDCH + Λ ·∆ · ηCH · (rDN FCR

v,t+1 + rDN aFRR
v,t+1 )

−ERUN
v,t+1/η

RUN + eFCH
v,t+1 · ηFCH ∀t ∈ T(t6=Nt); (D-11)

SOET0 ·Bv ≤ soeEV
v,t ≤ SOEMAX ·Bv for t = Nt; (D-12)

0 ≤ eFCH
v,t ≤ P FCH MAX ·∆; (D-13)

Battery capacity is limited with eqs. (D-10) and (D-11) consid-
ering the full activation of the reserves. Those two equations
ensure that the SOE will be sufficient in the worst case of the
reserve activation. The SOE in the final timestep is constrained
with Eq. (D-12), while the fast charging limit is set in (D-13).
V2G degradation calculus used in this paper is used as in [17].
Eqs (D-4)–(D-13) are valid ∀v ∈ V and ∀t ∈ T , except for
eqs. (D-10) – (D-11) which don’t apply the final timestep, and
(D-12), which applies only in the last step.

C. Robust Model

Compared to the deterministic model, the activation ratios
in robust model are uncertain parameters (a{UP/DN} {FCR/aFRR}

v,τ,t )
bounded by the uncertainty set (US) under eqs. (US-1)–
(US-15). OF minimizes the total cost (R-1) and maximizes
the reserve activation (mimicking the worst-case realization)
using eqs. (R-4)–(R-8). Objective function:

min
ΞO

(z) (R-1)

subject to:

(D-2), (D-4)− (D-6), (D-8), (D-13) ; (R-2)
(D-3), (D-9); (R-3)

max
ΞA

(gRA) ≤ z − gNRA; (R-4)

max
ΞA

(−hRA
v,t) ≤ Bv · (SOET0 − SOEMIN) (R-5)

−Λ ·∆/ηDCH · (rUP FCR
v,t+1 + rUP aFRR

v,t+1 ) + hNRA
v,t+1;

max
ΞA

(hRA
v,t) ≤ Bv · (SOEMAX − SOET0) (R-6)

−Λ ·∆ · ηCH · (rDN FCR
v,t+1 + rDN aFRR

v,t+1 )− hNRA
v,t+1;

max
ΞA

(hRA
v,t) ≤ Bv · (SOEMAX − SOET0)− hNRA

v,t ; (R-7)

max
ΞA

(−hRA
v,t) ≤ hNRA

v,t , for t = Nt; (R-8)

To be able to solve the master problem with four related
maximization subproblems, the model is reformulated using
the methodology presented in [18]. Eqs. (R-2) are taken unal-
tered from the det. model, while eqs. (R-3) uses an activation
variable instead of a fixed activation parameter. Each of the
constraints (including OF) with uncertain parameters from
(R-3) are modeled as independent maximization subproblems
(R-4)–(R-8). OF of the deterministic model eq. (D-1) is recast
as a robust subproblem in eqs. (R-1) and (R-4). SOE bounds
from Eqs. (D-10)–(D-12) are reformulated in eqs. (R-5)–(R-8).

D. Uncertainty Set

The US is necessary to bound the uncertain reserve activa-
tion parameters which are recast as variables of the inner sub-
problems (R-5)–(R-8). The US stems from the real data taken
from RTE for 2018, where the activation ratio is calculated as
FCR/aFRR Activated Reserve Energy divided by (FCR/aFRR
Accepted Reserve Capacity ·∆) in each half-hourly timestep.

After a detailed statistical evaluation for each reserve type
(statistics for FCR are shown in Figures 1a–1b, due to suc-
cinctness of the paper the aFRR analysis is omitted) two
main sets of constraints were constructed: one for single
activation in each timestep shown in Figure 1a and one for
daily summation of activations shown in Figure 1b. Within
each of these sets, three uncertain parameters are observed:
up (the top graph on each subfigure), down (the right graph)
and up+down activation (the bottom graph). On each of these
graphs three areas are defined, the distribution between the
borders: min and max (Q0 – yellow), 1% and 99% (Q1 –
green) and 5% and 95% (Q5 – red) of the uncertain parameter.

Each of those areas represent a tested scenario for sensitivity
analysis (apart those, two more scenarios are tested: Q10 and
Q25, but these are omitted from figures as too many borders
make figures hard to read and understand). On scatter graph in
the center of the subfigures we can see an interrelation between
the up and down uncertain parameters where the borders
from all three side graphs are displayed (vertical lines – up,
horizontal lines – down, slope lines – up + down activation
border). The shaded areas in the scatter graph represent the
area of a specific budget of uncertainty between all borders
(yellow, green, red).

For example, if the Figure 1a is to be observed the upper
left graph represents the distribution of the FCR up reserve
activation ratios in half-hour resolution. It can be seen that
95% of activations is less than 21% (red curve) of the total
available FCR up capacity. On the same graph, it could be
seen that the half-hourly activations never cross the 47%
(yellow curve) of the total available capacity. In the same
manner the leftmost graph displays the down FCR data, and



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
FCR UP A/R Ratio

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

FC
R 

D
N

 A
/R

 R
at

io

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
FCR UP A/R Ratio

0

2

4

6

8

10

Pr
ob

ab
ili

ty

(M & )FCR UP

PDF - FCR UP/DN
Limit - min/max
Limit - 1%/99%
Limit - 5%/95%
Data -  FCR UP/DN

0 2 4 6 8 10
Probability

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

FC
R 

D
N

 A
/R

 R
at

io

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Summation of FCR UP & DN A/R Ratios

0

2

4

6

8

10

Pr
ob

ab
ili

ty

(N & X)FCR DN

(A, B, M, N, , X)FCR

(A & B)FCR SUM

(a) FCR Activation/Reservation Ratios

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
FCR UP A/R Ratio

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

FC
R 

D
N

 A
/R

 R
at

io

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
FCR UP A/R Ratio

0.0

0.1

0.2

0.3

0.4

0.5

Pr
ob

ab
ili

ty

(E & )FCR UP

PDF - FCR UP/DN
Limit - min/max
Limit - 1%/99%
Limit - 5%/95%
Data -  FCR UP/DN

0.0 0.1 0.2 0.3 0.4 0.5
Probability

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

FC
R 

D
N

 A
/R

 R
at

io

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Summation of FCR UP & DN A/R Ratios

0.0

0.1

0.2

0.3

0.4

0.5

Pr
ob

ab
ili

ty

(  & )FCR DN

( , , E, , , )FCR

(  & )FCR SUM

(b) Daily Summations of FCR Activation/Reservation Ratios

Fig. 1: Statistical Plots of FCR Activation/Reservation Ratios

the lowest graph displays the summation of up and down FCR
activation ratios. The middle scatter graph provides the mutual
dependence of up and down FCR activations. The yellow slope
line, from 0.72 down ratio to 0.72 up ratio, presents the limit
for the summation of the up and down ratios (i.e. half hourly
sumations of ratios never pass the 72% of total capacity),
whereas the green slope line from 0.38-0.38 presents the limit
which the summation of up and down FCR ratios crossed only
1% of all half-hourly timesteps.

The graphically presented constraints from the Figure 1 are
mathematically represented with the following US equations:
∀ (aUP FCR

v,τ,t , aDN FCR
v,τ,t , aUP aFRR

v,τ,t , aDN aFRR
v,τ,t )∈A, where A is:

A =
{
aUP FCR
v,τ,t , aDN FCR

v,τ,t , aUP aFRR
v,τ,t , aDN aFRR

v,τ,t |
aUP FCR
v,τ,t , aDN FCR

v,τ,t , aUP aFRR
v,τ,t , aDN aFRR

v,τ,t ≥ 0; (US-1)

aUP FCR
v,τ,t + aDN FCR

v,τ,t ≥ AFCR : α(R-5) FCR
v,τ,t ; (US-2)

aUP FCR
v,τ,t + aDN FCR

v,τ,t ≤ BFCR : β(R-5) FCR
v,τ,t ; (US-3)

aUP FCR
v,τ,t ≥ ΠFCR : π(R-5) FCR

v,τ,t ; (US-4)

aDN FCR
v,τ,t ≥ XFCR : χ(R-5) FCR

v,τ,t ; (US-5)

aUP FCR
v,τ,t ≤MFCR : µ(R-5) FCR

v,τ,t ; (US-6)

aDN FCR
v,τ,t ≤ NFCR : ν(R-5) FCR

v,τ,t ; (US-7)
∑t

τ=1
aUP FCR
v,τ,t +

∑t

τ=1
aDN FCR
v,τ,t ≥ΦFCR

t :φ(R-5) FCR
v,t ; (US-8)

∑t

τ=1
aUP FCR
v,τ,t +

∑t

τ=1
aDN FCR
v,τ,t ≤ ΨFCR

t :ψ(R-5) FCR
v,t ; (US-9)

∑t

τ=1
aUP FCR
v,τ,t ≥ EFCR

t : ε(R-5) FCR
v,t ; (US-10)

∑t

τ=1
aDN FCR
v,τ,t ≥ ΥFCR

t : υ(R-5) FCR
v,t ; (US-11)

∑t

τ=1
aUP FCR
v,τ,t ≤ ΓFCR

t : γ(R-5) FCR
v,t ; (US-12)

∑t

τ=1
aDN FCR
v,τ,t ≤ ΩFCR

t : ω(R-5) FCR
v,t ; (US-13)

(US-2) - (US-13) are analogous for aFRR; (US-14)

(US-2) - (US-14) are similar for (R-4) - (R-8).
}

(US-15)

The borders are modeled using the US under eqs. (US-1) -
(US-13) for the FCR service and for the subproblem stated in
(R-5). The (US-14) spreads it over aFRR service and (US-15)
over other robust subproblems. For constraints (R-5) and (R-6)
the US is applied up to a specific time-step t and for a
specific EV v. The US equations, uncertain parameters and
dual variables for (R-6) are the same as for (R-5). For sub-
problems (R-4), (R-7) and (R-8) equations are similar in nature
but have different indices: US for OF (R-4) is applied over the
whole observed horizon [1, Nt] and over the whole observed
fleet [1, Nv], whereas for the (R-8) it is applied up to the last
time-step Nt and for specific EV v.

The connection of the graphical and mathematical US
constraints is indicated in Figure 1 on top and bottom right
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Fig. 2: Deterministic Case Scheduling Results

corners of each subfigure, e.g. on Subfigure 1a limits for eqs.
(US-4) and (US-6) are stated in the top right corner. Note that
the upper case Greek letters on Figure 1 are the right hand
sides of the US equations.

III. TESTING AND VALIDATION

To validate the goal of the robust model and to enable
EV reserve provision without exceeding the SOE limits, the
deterministic model with average yearly activation ratios will
serve as a reference case. The robust model will be tested with
5 different USs, each representing a quantile of the observed
random parameter: 0 (Q0), 1 (Q1), 5 (Q5), 10 (Q10), 25%
(Q25). For example, US of 5% for the UP FCR activation
ratio means neglecting the 5% of the lowest (ΠFCR) and highest
(MFCR) values of the UP FCR activation (red curves/area in
the top graph in Figure 1a).

A. Input Parameters

The EV driving/parking behaviour from the JRC European
driving study [19] and [20] was used and reformulated as two
input parameters used in this paper: EV driving consump-
tion (ERUN

v,t in eq. (D-7)) and maximum possible CP energy
(ECP MAX

v,t in eqs. (D-5) and (D-6)). The EV behaviour for
France was simulated with total number of EVs 581. Vehicle
type and trip data was used as the basis to create three EV
models for this simulations with three distinct parameters:
battery capacity, OBC size, and fleet share. Those three types
are: small EV (20 kWh, 3.7 kW, 30%), medium EV (40
kWh, 7.4 kW, 40%) and large EV (60 kWh, 11 kW, 30%).
In total, the fleet’s battery capacity is 23 MWh, whereas the
installed OBC power is 4 MW. For the simulation purposes,
the price data (energy and reserve) is also used for the French
power system. From the French EPEX DA market price
(September 21, 2018 – average: 48.86 e /MWh) and from the
RTE website the FCR reserve price (first week of 2019 – 4.83
e /MW/0.5h) are taken. Since aFRR during that period was
priced at a regulated fee, that fee is used for both directions:
4.84 e /MW/0.5h.

B. Results

The scheduling results are shown in Figures 2–3, whereas
the ex-post simulation results using 100 real-world scenarios
are summarized in Figure 4. Figures 2–3 show the solution of
DA bidding variables in MW over whole fleet in each timestep.
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Fig. 3: Robust Cases Scheduling Results

Figure 4 shows four types of model validation parameters:
min/max ind. SOE (right axis in %) and min/max fleet-wise
energy exceeding the SOE limits (left axis in MWh). All
validation parameters refer to the worst-case scenario. Figure
2 shows the DA plans for the reference deterministic case,
whereas Figure 3 show the robust model results for the US
of 25, 5, and 0% quantiles. The deterministic case bids in
the reserve market in a very wide range where average bid
reserve capacites are 6.29 and 4.49 fleet-wise for up and down
FCR, respectively (Figure 2). The mild activation constraints
of 25% quantile do not consider more than 50% of realized
historic activations and such bidding is even more intense
where average bid capacities are 6.67 and 4.95 MW for
up and down FCR, respectively (Figures 3a). Tightening the
activation constraints to 5% quantile, to be closer to their
min/max values, the amount of bid capacities decreases and
in average it makes 1.94 and 4.05 MW for up and down
FCR, respectively (Figure 3b). The smallest amounts of bid
capacities are achieved for the tightest constraints set on
their min/max values (Figure 3c). In average, for Q0, bid
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up and down FCR capacities are 1.11 and 1.34, respectively.
Note that only deterministic case utilized smaller amounts or
aFRR reserve, whereas robust model completely neglected that
option. The main reason for such happening is that aFRR is
highly more uncertain than FCR.

In correlation to the amount of bid capacities for robust
cases, the validation parameters also decrease as the con-
straints tighten, as shown on Figure 4. It is clear that US
of Q25 doesn’t sufficiently bound the reserve activation, and
that it results in worse solution than deterministic case. The
total energy beyond the SOE limits (green + yellow from
Figure 4) in Q25 is 18.57 MWh and in deterministic case
it is 16.38 MWh. Maximal individual SOE is worse in Q25
than in deterministic case, but the min SOE is better in Q25.
Other robust cases have no problems with min SOE constraint
at all. Q10 and Q5 have both less fleet-wise energy beyond
SOE limits (in total) and slightly better max SOE than det.
case but still their results yield too much SOE violations. Q1,
however, shows the true face of robust solution where the SOE
limits are only slightly violated in over SOEMAX direction
with energy exceeding SOEMAX in amount of around 3
MWh with maximal SOE of 126.86%. The Q0 case provides
the most conservative solution without any SOE violation
whatsoever. In sense of SOE violation this is the best solution,
but being conservative in SOE limits aspect directly means
lower revenues in financial aspect.

IV. DISCUSSION AND CONCLUSION

This paper proposed a detail robust EV scheduling model
which encompasses uncertainty of reserve activation. To create
uncertainty sets and validation scenarios real balancing data
from European TSOs was used. The statistical analysis of the
activation/reservation defined the uncertainty sets. Then the
sensitivity analysis on different uncertainty sets (0-25%) was
performed and all of them were compared to det. case often
used in the literature. The main finding of the paper is the
proof that uncertainty of reserve activation can be adequately
cast in a robust form and that such models can guarantee EV
reserve scheduling without possibility of crossing the SOE
limits. Neglecting more than 1% of historic activation can
result in too liberal model which doesn’t fulfill its task of
securing the battery limits. However, models with less than 1%
of historic activation are pretty conservative and yield lower
profits. The compromise between the covered uncertainty and

expected profit must be made while considering the tightness
of the robust formulation. The beauty of the proposed model
lies in the possibility to use the formulation for other technolo-
gies (stationary batteries, power plants...), jointly with other
markets and along with other uncertainties such as price, EV
behaviour, bidding acceptance etc.
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