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1 Introduction

1.1 Background and Motivation

Semantic segmentation, a key part of computer vision, involves determining a class for

every pixel in an image or video. It is also one of the fundamental computer vision tasks

in automated driving, medical imaging, industrial inspection, and other critical appli-

cations. In automated driving, semantic segmentation is crucial for enabling vehicles to

map out every part of their environment, allowing them to understand their environment

and dynamically adjust speed for safe and efficient navigation. For example, accurately

distinguishing between roads, sidewalks, pedestrians, and vehicles is essential for the

vehicle to make real-time decisions that ensure safety at every moment.

Figure 1.1: Example of road image being segmented into classes, where every color is a different
class

While the uses of semantic segmentation are easy to understand, the task of semantic

segmentation is a challenging problem in the world of artificial intelligence. The com-

plexity arises from the need to accurately and efficiently process large-sized images, of-

ten in real-time. Semantic segmentation models must be robust to variations in lighting,

occlusions, and object appearances, and must generalize well across different environ-

ments. Furthermore, the models need to be computationally efficient to meet the real-
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time processing requirements of applications such as autonomous driving and robotic

navigation.

1.2 Problem Statement

Semantic segmentation that works in real-time has been one of the more challenging

aspects of computer vision because it is crucial for it to be both fast and accurate. Real-

time performance is essential in applications like autonomous driving, where decisions

must be made in milliseconds to ensure safety. This requires models that are built for

efficiency, accuracy and speed. This dynamic is often difficult to achieve due to accu-

rate models often being slow and fast models are often not accurate enough. Semantic

segmentation approaches of today often face significant challenges in quality and effi-

ciency, particularly when applied to synthetic and automatically labeled datasets. These

challenges hinder the robots ability to reliably locate and interact with objects in their

environment.

1.3 Objectives

The primary objectives of this thesis are:

1. Extensive research in the field of detection and segmentation

- Review of the current state-of-the-art techniques in semantic segmentation and

object detection

- Identify the strengths and weaknesses of existing methods

- Understand the methods and algorithms used in the segmentation process

2. Developing an algorithm for examining the segmentation model

- Develop a dockerfile for an isolated environment

- Develop a ROS 2 node that output a mask for the segmented object

- Expand the ROS 2 node to work on a video stream

3. Comparison of multiple semantic segmentation models based on robustness, pre-

diction time and accuracy
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- Test multiple models on using the ROS 2 node and visualize through RVIZ

- Calculate the plotting time and prediction time

- Examine the data
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2 Theoretical Background

2.1 Relevant Concepts from Machine Learning

Machine learning introduces several concepts that are crucial to semantic segmentation:

Dataset, Model, Optimization process. Understanding semantic segmentation requires

an understanding of these elements.

Adataset is a collection of data points used to train, validate and testmachine learning

models. The data points are split into these three categories to prevent overfitting, which

is when the machine learning model gives accurate predictions for training data but not

for new data. The percentage split between categories is defined by the creator of the

model but the usual split is: 40 percent for training, 30 percent to validate, 30 percent for

testing. In the context of semantic segmentation the dataset usually consist of images

and their corresponding labels, where each pixel is annotated with a specific class.

Training split of dataset contains images which are used to train the model. It con-

tains a large number of labeled examples that the model uses to learn patterns and fea-

tures in the data. Validation Dataset split of dataset is used to tune the hyperparameters

of the model and to monitor its performance during training. Hyperparameters are vari-

ables, for example the depth of a decision tree, that are used to get the best possible

version of a specific model. By tuning these parameters we can prevent overfittting and

underfitting. Test Dataset split of dataset is used to evaluate the final performance of the

model. It provides an unbiased estimate of how well the model will perform on new,

unseen data.

A model in machine learning is a mathematical representation that maps input data

to output predictions. In semantic segmentation, models are typically deep neural net-

works designed to assign a class label to each pixel in an image. Models are trained using
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datasets. The data is passed through the model to generate predictions using non-linear

functions.

The optimization process in machine learning involves adjusting the models param-

eters to minimize the loss function, thereby improving the models predictions. The loss

function is a measure of how well the model performs on a task, such as minimizing

the error on a set of training data. There are a lot of optimization algorithms used in

machine learning one of the most notable is Gradient Descent. Gradient Descent is a

first-order iterative optimization algorithm broadly used in machine learning and op-

timization problems. Its primary purpose is to minimize a differentiable cost or loss

function by adjusting the parameters of a model [6].

2.2 What is Semantic Segmentation and Computer Vi-

sion

Computer vision is a subfield of Artificial intelligence that uses machine learning and

neural networks to process images and to extractmeaningful information and determine

what they contain. The field has risen in popularity due to recent advancements, which

in turn fuel further progress. Computer vision operates on the principle of learning fol-

lowed by evaluation. For example, for an algorithm to recognize the difference between a

sidewalk and a street, it needs a vast collection of labeled data. The algorithm repeatedly

analyzes this data to discern distinctions and recognize patterns, which constitutes the

foundation of computer vision. Two essential technologies are used to achieve this: deep

learning, a type of machine learning, and convolutional neural networks (CNNs) [10],

which will be explained in the next sub-chapter 2.3. Real-world applications demon-

strate how important computer vision is to endeavors in entertainment, transportation,

healthcare, and everyday life. A few examples of already established computer vision

tasks are image classification, object detection, object tracking, content-based image re-

trieval, and more. Image Classification is the task of classifying an entire image into its

predicted class. This involves training models to recognize and categorize different ele-

ments within an image accurately. Object Detection involves identifying and classifying

individual objects within an image or video. This process segments the visual input into

distinct objects that can be independently classified. Object Tracking follows the object
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once it is detected and tracks its location based on its movements between frames in a

video stream.

Figure 2.1: The difference between image classification, object detection and instance segmen-
tation

Combining these methods and fields, we get semantic segmentation, which refers to

the computer vision task where we classify each pixel on the image into certain category.

It is used to recognize a collection of pixels that form distinct categories or classes using

classification. For example, an autonomous vehicle needs to identify vehicles, pedestri-

ans, traffic signs, pavement, and other road features.

Semantic segmentationmodels often use convolutional neural networks (CNNs) due

to their ability to effectively capture spatial hierarchies in images. Architectures like

Fully Convolutional Networks (FCNs) [7], U-Net [10], and SegNet [1] have been devel-

oped specifically for semantic segmentation tasks.

These models are trained on large annotated datasets and learn to identify and seg-

ment various classes within images. In the context of autonomous cars and mobile

robots, semantic segmentation is indispensable. The vehicle receives data as a stream of

images, requiring the model to perform inference in real-time without prior knowledge

of the route. The model must be highly sensitive in detecting obstacles. For example,

in instances where road segmentation is not perfectly clear due to other objects, cars,
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weather etc. the classification of obstacles must stay consistent and ensure safety.

Humans are naturally adept at segmenting images, even without knowing what the

objects are. This ability highlights the importance of semantic image segmentation for

autonomous navigation. While other detection models can classify and locate obsta-

cles, they are limited to recognizing only the obstacles they have been trained on. For

instance, an obstacle detector designed to identify pedestrians in autonomous cars will

only alert the vehicle in the presence of pedestrians, as it has been trained specifically for

that category. However, autonomous driving scenarios present an unpredictable variety

of obstacles that can take any shape or form, making it impractical to create a dataset

encompassing all possible obstacles. This is where semantic image segmentation be-

comes crucial. An ideal semantic image segmentation model can define the boundaries

of any object, even those it has not previously encountered. This ability ensures that

autonomous vehicles can navigate safely and efficiently in diverse and unpredictable en-

vironments.

That is why an effective semantic segmentation model for autonomous navigation

must meet several requirements:

• Real-time Inference: The model should process images quickly enough to make

real-time decisions.

• High sensitivity and accuracy: It must accurately detect and classify obstacles,

even in challenging conditions.

• Generalization: Themodel should generalizewell to new, unseen obstacles,main-

taining high performance across various scenarios.

• Continuous Learning: The ability to learn from new data and improve over time

is crucial for adapting to ever-changing environments.

2.3 Components Needed for Segmentation

Semantic segmentation relies on several core components inmachine learning and com-

puter vision (like image classification, object detection etc.), includingmachine learning

algorithms, neural networks, and specifically convolutional neural networks (CNNs).
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These components work together to enable machines to understand and interpret visual

data at a pixel level and classify them based on the output class of the neural network of

the model.

Machine learning is a subset of artificial intelligence that focuses on observing amass

collection of data and drawing patterns in them so it can determine these patterns in un-

seen data. Machine learning uses complex algorithms and statistics to enable computers

to improve their performance on a specific task through experience. In the context of

semantic segmentation, machine learning techniques are used to train models on large

datasets of labeled images. According to Arthur Samuel Machine learning is defined

as the field of study that gives computers the ability to learn without being explicitly

programmed. Arthur Samuel was famous for his checkers playing program. Machine

learning (ML) is used to teach machines how to handle the data more efficiently. Some-

times after viewing the data, we cannot interpret the extract information from the data.

In that case, we apply machine learning. With the abundance of datasets available, the

demand for machine learning is in rise. Many industries apply machine learning to ex-

tract relevant data. The purpose of machine learning is to learn from the data [8].

Neural network is a type of model in artificial intelligence that teaches computers to

process and compute data inspired by the human brain. The neural network consists of

interconnected layers that are ordered in a linear fashion of course to mimic the human

brain. We differentiate between a couple of types of layers: Input layerwhich receives the

initial data, hidden layers in which the data is processed to find patterns and output layer

which gives us the final result of the neural network. Each layer has nodes called (artifi-

cial) neurons for computing a certain kind of pattern or reference. It creates an adaptive

system that computers use to learn from their mistakes and improve with time. Artificial

neural networks attempt to solve complicated problems, like summarizing documents or

recognizing faces, with greater accuracy.

Neural networks are a set of dependent non-linear functions. Each individual func-

tion consists of a neuron (or a perception). These (artificial) neurons receive input from

the previous layer (or raw data if the neuron is in the input layer) and extract features

and patterns using the non-linear function and output the result to the next layer.
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The perceptron function is defined as:

𝑦 = 𝑓 ( 𝑛∑
𝑖=1

𝑤𝑖𝑥𝑖 + 𝑏)
where:

• 𝑓 is the activation function.

• 𝑤𝑖 represents the weight associated with the 𝑖-th input.

• 𝑥𝑖 represents the 𝑖-th input.

• 𝑏 is the bias term.

• 𝑛 is the number of inputs.

Figure 2.2: Perceptron architecture example

Fully Connected Layers is a structure of neural networks where every neuron in the

preceding layer is connected to every neuron in the layer after it. This structure is so

each neuron can apply a linear transformation to the input vector through a weights

matrix. As a result every input of the input vector influences every output of the output

vector. This is used to combine features extracted from previous layers and make final

predictions. In the context of semantic segmentation fully connected layers are used for

making accurate pixel-level predictions.

A convolutional neural network (CNN) assists a machine learning or deep learning

model in "seeing" by analyzing images at the pixel level, assigning tags or labels to these
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Figure 2.3: Example of a simple neural network architecture

pixels. It employs these labels to perform convolutions ( a mathematical operation that

combines two functions to produce a third function ) and makes predictions about the

content of the image. The neural network continuously runs these convolutions and re-

fines its predictions throughmultiple iterations, gradually improving its accuracy. Even-

tually, the model begins to recognize and interpret images in amanner similar to human

vision.

The convolution of two functions 𝑓 and 𝑔 is defined as:

(𝑓 ∗ 𝑔)(𝑡) =∫
∞

−∞

𝑓(𝜏)𝑔(𝑡 − 𝜏)𝑑𝜏

where: 2.4

• 𝜏 is a dummy variable of integration, representing a shift parameter.

• 𝑡 is the point at which the convolution is evaluated.

Attention Mechanism is a technique in machine learning and artificial intelligence

to improve the performance of models by focusing on relevant information. They are

designed to mimic the human visual attention process, where focus is selectively di-

rected to important parts of an image. This is done by assigning weights to different neu-

rons/featureswith themost important neurons/features receiving thehighestweights.[12]
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Figure 2.4: Visualization of a convolution function

The plot shows three curves:

• Blue curve (𝑥(𝑡− 𝜏)): This represents the function 𝑥(𝑡− 𝜏) over the time interval

shown.

• Red curve (ℎ(𝜏)): This represents the function ℎ(𝜏) over the time interval shown.

• Green curve (𝑦(𝑡)): This represents the resulting function 𝑦(𝑡), which is the con-

volution of 𝑥(𝑡 − 𝜏) and ℎ(𝜏).
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3 Methodology

3.1 Overview of Available Datasets

In the field of semantic segmentation, a variety of datasets are available that cater to

different types of environments and applications. Some of the most widely used datasets

include:

• CommonObjects in COntext-Coco Dataset is a large scale object detection and

image segmentation dataset. It contains 91 classes with more than 200,000 labeled

images with segmentation masks.

• PASCAL Visual Object Classes (PASCAL VOC) The PASCAL VOC dataset is

one of the earliest and most influential datasets for object detection and segmen-

tation. It includes images annotated with bounding boxes, object class labels, and

segmentation masks. The dataset covers 20 object classes.

• The Cityscapes Dataset The Cityscapes dataset is specifically designed for ur-

ban scene understanding, making it particularly useful for autonomous driving

applications. The dataset includes 30 classes related to road objects, such as cars,

pedestrians, traffic signs

• ADE20k dataset is a comprehensive dataset for scene parsing, with more than

20,000 images and annotations covering over 150 object categories making it one

of the most detailed and diverse datasets available for semantic segmentation. The

images in ADE20K span awide range of environments and scenarios, including in-

door scenes (such as bedrooms, kitchens, and offices) and outdoor scenes (such as

streets, parks, and beaches). This diversity ensures thatmodels trained onADE20K

can generalize well across different types of scenes and objects, which is crucial for
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real-world applications.

Figure 3.1: Performance vs. model efficiency on ADE20K. [13]

Most of the experiments for thisworkwere done on three specificmodels fromNVIDIA’s

SegFormer[13] series, whichhave beenfine-tuned on theADE20Kdataset. TheADE20K

dataset’s extensive variety of scene categories and objects provides a solid foundation for

training robust semantic segmentation models. The used models are:

Table 3.1: Overview of NVIDIA’s SegFormer Models

Model Parameters Description
nvidia/segformer-b0 3.8 Million The smallest andmost lightweight in the Seg-

Former series. Balances efficiency and per-
formance, ideal for resource-limited applica-
tions.

nvidia/segformer-b1 13.7 Million Offers increased capacity and improved per-
formance over the b0 model. Suitable for
more complex segmentation tasks, still con-
sidered small.

nvidia/segformer-b3 47.2 Million Amore advancedmodelwith higher accuracy
and performance, suitable for applications
demanding high precision, with increased
computational requirements.
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3.2 Description of Neural Network Architectures

NVIDIA’s SegFormer models use a hierarchical Transformer architecture known as the

Mix Vision Transformer (MiT) [2], which is based on the Vision Transformer (ViT) [5]

architecture, as its encoder and a lightweight decoder for segmentation. Themain differ-

ence between hierarchical transformers and regular transformers is in their computing

time. The attention mechanism used in regular transformers takes O(n²) time complex-

ity to run, where n is the sequence length. This complexity makes regular transform-

ers inefficient for processing long sequences of data. Hierarchical transformers resolved

this issue by allowing the model to operate on different levels of the input. For instance,

in natural language processing, hierarchical transformers can process words, sentences,

paragraphs, and so on. Unlike traditional Vision Transformers that use patches of size

16 × 16 pixels, the Mix Vision Transformer (MiT) used in SegFormer employs smaller

patches, which favors the prediction task. By using smaller patches, the model can cap-

ture finer details in the image, which is crucial for semantic segmentation where precise

boundaries between different segments are needed. The hierarchical Transformer en-

coder in MiT operates on these smaller patches to obtain multi-level features at scales

of 1/4, 1/8, 1/16, 1/32 of the original image resolution. This hierarchical nature of MiT

allows it to capture features at multiple scales, enhancing its ability to understand both

local and global contexts within an image. For example, capturing the local context and

the global context simultaneously.

3.3 Training Process

The training process includes preparing the dataset, configuring the neural network, and

optimizing the model parameters. Preparing the dataset includes labeling each image

with the desired classes so that the model can differentiate between classes. To enhance

the model and also to prevent it from underfitting, augmentations are applied to the

images in the dataset. Augmentations include techniques such as random cropping,

flipping, rotation, and color jittering. These techniques are applied to increase dataset

diversity and improve model generalization. It is important to note that the dataset is

going to be split into three categories: Training, validating and testing. This means that

for training the neural network model only the training section of the dataset is used.
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Figure 3.2: Vision transformer architecture [4]

Along side dataset preparation the training configuration also must be set. This includes

configuring the GPUs to handle the computational load of training the model because of

its capabilities of parallel processing. GPUs can greatly accelerate deep learning model

training, as they are specialized for performing the tensor operations at the heart of neu-

ral networks. Preforming these tensor operation is somewhat difficult from the software

perspective so frameworks like PyTorch and TensorFlow are used because of the number

ofmethods and compatibility withmachine learning operations. To achieve the best per-

formance, two primary training strategies are compared: training from scratch and trans-

fer learning. Training from scratch involves initializing the model weights randomly

and allowing the model to learn from the dataset from the beginning. This approach

can be highly effective but requires large amounts of data and significant computational

resources. The model gradually improves as it is exposed to more data, learning the fea-

tures and patterns from the ground up. Transfer learning uses pretrained weights from

large datasets and fine-tunes them on the target dataset. This strategy capitalizes on the

prior knowledge embedded in the pre-trained model, allowing it to converge faster and

achieve better performance, particularly on smaller datasets.

17



3.4 Evaluation Metrics for Semantic Segmentation

Evaluation metrics are used to determine how well the model functions. The goal of

evaluation metrics is to examine the accuracy of the models prediction by comparing

the predicted and annotated segmentation. The most common metrics are: Precision

and Recall (Sensitivity), Accuracy/Rand index, Dice coefficient and Jaccard index (IoU).

All of these metrics are based on the results of the confusion matrix, which is a two-by-

two matrix that holds values of true-positive/TP (the model gave the correct result based

on the annotated segmentation segmenting the object), true-negative/TN (the models

output is correct by not segmenting background pixels),false-positive/FP (the model did

not respond correctly, not segmenting pixels that it should have) and false-negative/FN

(the model classified background as part of the segmentation which is also the wrong

output).

Figure 3.3: Visualisation example of a confusion matrix

Precision value is calculated as true-positive pixels pixels divided by all positive pixels.

Used, for example, in spam detection, a high precision means that most of the emails

classified as spam are actually spam, reducing the risk of marking important emails as

spam.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(3.1)
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Recall value is the true-positive results divided by the number of all samples that

should have been identified as positive (true-positive and false-negative). For example,

in medical diagnostics, a high recall ensures that most of the actual positive cases are

correctly identified.

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(3.2)

Accuracy score, also known as Rand index is the number of correct predictions, con-

sisting of correct positive and negative predictions divided by the total number of predic-

tions.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
(3.3)

Dice coefficient is a statistical measure used to gauge the similarity between two sets.

It is defined as 2*intersection divided by the total number of pixel in both images. It is

commonly used in image segmentation tasks to measure the overlap between the pre-

dicted segmentation and the ground truth.

𝐷𝑖𝑐𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
(3.4)

Jaccard index (IoU/Intersection-over-Union) measures the similarity between two

finite sample sets by comparing their intersection and union. It is the area of the inter-

section over union of the predicted segmentation and the ground truth.

𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
(3.5)
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4 Tools and Technologies

4.1 Introduction toPythonand its Libraries forMachine

Learning

Python is a high-level, general-purpose programming language. Its design philosophy

emphasizes code readability with the use of significant indentation. Python is dynami-

cally typed and garbage-collected. With the risen popularity of artificial intelligence and

neural networks, not programmingwith Python has become a disadvantage for everyone

trying to develop new and state-of-the-art models, programs, and algorithms for artifi-

cial intelligence, computer vision, and semantic segmentation. This is due to the vast

number of support, libraries, and frameworks available for such tasks.

PyTorch is an optimized tensor library for deep learningusingGPUs andCPUs. Based

on the Torch library it is used for applications such as computer vision and natural lan-

guage processing. PyTorch has become one of themost popular frameworks for research

and production.

Tensor is a mathematical representation of a scalar. For example a vector is a one-

dimensional tensor, a matrix is a two-dimensional tensor. Handling multiple tensors

or one large-scale tensor can be difficult to comprehend, so there is an API that has a

convenient library for developing with tensors called TensorFlow. Tensorflow provides

tools and libraries that allow the user to create machine learning models that can run in

any environment.

PIL (Python Image LIbrary) adds image processing capabilities to the Python inter-

preter. This library provides extensive file format support, an efficient internal repre-

sentation, and fairly powerful image processing capabilities. The core image library is
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designed for fast access to data stored in a few basic pixel formats. It provides a solid

foundation for a general image processing tool.(dadati source)

OpenCV (Open Source Computer Vision Library) is an open-source library that in-

cludes several hundreds of computer vision algorithms. It is designed to provide a com-

mon infrastructure for computer vision applications

4.2 Linux, Docker, Hugging Face

Linux is family of open-sourced UNIX operating systems for computers, servers, main-

frames, mobile devices and embedded devices. Linux flexible light-weight compared to

other operating systems and supports almost every device.

Docker is an open-source software that enables the user to run and test software

and application in an isolated environment called Docker container containing all de-

pendencies, libraries and frameworks of choice. Docker ensures consistency across dif-

ferent computing environments, making it easier to manage and deploy applications.

Dockerfile is a way to identify what dependencies and libraries the user wants to isolate

and package into a Docker Image. By using a Dockerfile, developers can create a repro-

ducible environment for their applications. ADocker image is a lightweight, standalone,

executable package of software that includes everything needed to run an application:

code, runtime, system tools, system libraries and settings. Docker images are built from

Dockerfiles and are used to create Docker containers. A container is a standard unit of

software that packages up code and all its dependencies so the application runs quickly

and reliably from one computing environment to another. Container images become

containers at runtime and in the case of Docker containers – images become containers

when they run on Docker Engine [3].

HuggingFace is an open-source provider of natural language processing (NLP) mod-

els. It has a comprehensive library of tools and pre-trained model for various tasks in-

cluding but not limited to semantic segmentation. The flexibility and ease of integration

offered by HuggingFace make it a valuable tool for researchers and developers working

on semantic segmentation and other machine learning projects.
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4.3 Overview of ROS 2 (Robot Operating System) and

its Components

The Robot Operating System (ROS) is an open source set of software libraries and tools

for building robot applications. From drivers and state-of-the-art algorithms to powerful

developer tools [9]. ROS was created in 2007 and since a lot of changes and advances

were made in the field of robotics since then in 2015 ROS 2 was created which is an

upgraded version of its predecessor. ROS nodes are the cornerstone of the ROS system.

They are the executable file within a ROS package. ROS nodes use a ROS client library

to communicate with other nodes. Nodes can publish or subscribe to a Topic. Nodes

can also provide or use a Service. ROS Topic is a structure of a data stream that can be

broadcasted via ROS Publisher or received via ROS Subscriber. ROS Publisher is node

type that sends a structured message to a ROS Topic. Other topics can listen to this

message if they are subscribed t said message using a ROS Subscriber. Same as ROS

Publisher, ROS Subscriber is also a node type but what is specific about it is that it is used

to listen to publishedmessages. The data from the subscribedmessages can be processed

in a function specific to the subscriber node called a callback function. Launch file is a

way of structuring and deploying ROS nodes in awaywhere the user can define the order

of execution and change the parameters of topics.

4.4 Justification for the Chosen Tools and Technologies

Python has the broadest and most extensive library collection and frameworks for arti-

ficial intelligence, image processing and semantic segmentation. Libraries such as Ten-

sorFlow, PyTorch and OpenCV offer flexible and accurate method for developing and

deploying models. The Linux operating system is the only type of system that supports

ROS and ROS 2 distributions. It also offers a stable and flexible work environment as

well as file management. Docker was used to create a stable and consistent development

environment that eliminates issues related to dependencies and configurations that can

arise when running software on different hardware or operating systems and it ensures

that the program will behave the same on every machine. Huggingface has an exten-

sive library of semantic segmentation models. Huggingface allows rapid evaluation and

comparison of different models.
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5 Experimental Results

5.1 Presentation of Segmentation Results

The first objective after developing a dockerfile and creating the ROS 2 node that can

"coat" the original image with the segmentation mask was to test it on a still image to

verify that theROS 2nodewas operational and that it correctly segments the input image.

Figure 5.1: The original input for the seg-
mentation experiment

Figure 5.2: First successful experimental
result of semantic segmentation on still im-
ages

The first impression of the segmented output image might be that the output image

is a different dimension than its original counterpart, this is due to fixed dimension vari-

ables that were placed into the code, meaning that every image inputted into the code

will have the same dimensions in output. The dimensions were hard-coded to ensure

consistency in the output, which is crucial for downstream processing steps and eval-
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uation. By standardizing the dimensions, the model can perform more efficiently and

uniformly across different images.

After successfully creating the ROS 2 node for segmenting still images, the objective

was upgraded to segmenting frames of a video stream. This required significant modi-

fications in the code. The new task also implied that a source was needed to publish a

raw video stream as a ROS 2 topic. For this purpose, the usb-cam repository fromGitHub

was used as a reference [11]. Testing during the day-time and night-timewere conducted

after completing the task.

Figure 5.3: The original input for the day-time video stream
segmentation experiment

Figure 5.4: The result of the day-time video stream segmenta-
tion experiment
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The daytime testing proceeded as expected, with the segmentation process success-

fully identifying and classifying the various elements within each frame of the video

stream. The light conditions during the day provided good lighting, allowing the model

to accurately segment the objects and features. The performance was consistent, with

clear and precise segmentation results, demonstrating the effectiveness of the model un-

der well-lit conditions.

Figure 5.5: The original input for the night-time video stream
segmentation experiment

Figure 5.6: The result of the night-time video stream segmen-
tation experiment

Testing at night presented several challenges. Unlike the daytime testing, the night-

time video stream showed some patches that were not segmented correctly or were seg-
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mented incorrectly. This issue was primarily due to the lack of sufficient light sources,

which significantly affected the models ability to accurately identify and classify objects.

It became evident that the model struggled with low-light conditions, leading to a de-

crease in segmentation accuracy.

5.2 Analysis of Performance Metrics

Among the threemodels that weremore extensively used in the analysis the nextmetrics

were observed:

Table 5.1: Performanse NVIDIA SegFormer Modela

Model Plotting Time (s) Prediction Time (s)

nvidia/segformer-b0-finetuned-
ade-512-512

0.018 - 0.052 2.3 - 2.8

nvidia/segformer-b1-finetuned-
ade-512-512

0.026 - 0.067 5.4 - 5.55

nvidia/segformer-b3-finetuned-
ade-512-512

0.027 - 0.064 12.4 - 14.3

Overall, the segformer-b3 model performs the best across all the common evalua-

tion metrics, despite having a longer prediction time compared to the segformer-b0 and

segformer-b1 models. The higher computational cost is justified by its superior segmen-

tation accuracy and reliability.

5.3 Challenges Encountered during Experiments

During testing, it was observed that theNVIDIAGPUswere not performing to theirmax-

imum capacity on the machine used. The drivers were utilizing only 14 percent of their

capacity. This underutilization significantly impacted the performance of the models.

Due to the computational demands of the models, the prediction time was noticeably

higher because of the lack of computational power. This extended prediction time cre-

ated a lag in the output, where the segmentation mask was not aligned with the current

frame of the input. This issue is illustrated in 5.8, where the mask does not cover the

entire sky. This misalignment is not due to a segmentation fault but rather because the
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frame was updated before the prediction was completed. The more complex models re-

quired additional processing time, which exacerbated this lag. It is important to note

that it is crucial to validate that the lag is smaller than the system dynamic to ensure

safety. The difference between such a system and the system presented and used for ex-

perimentation is hardware capabilities.

Figure 5.7: The original input of one of the experiments
where a lag between original input and segmentation was doc-
umented

Figure 5.8: The result of the experiment where the lag can be
seen between the sky and the building

The increased prediction time caused by the insufficient GPU utilization led to sev-

eral challenges:
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• Lag in Output: The most significant issue was the lag between the input frames

and the output segmentation masks. This lag means that the segmentation mask

was often applied to a frame that had already changed, resulting in inaccurate vi-

sual representations.

• Frame Misalignment: As shown in 5.8, the segmentation masks did not cor-

respond to the correct frames, causing parts of the scene, such as the sky, to be

inaccurately segmented.

• ReducedPerformanceofLargerModels: Largermodels, such as thenvidia/segformer-

b3-finetuned-ade-512-512, required significantly more time for prediction, further

compounding the issue. This extended processing time made it impractical for

real-time applications, especially in scenarios requiring quick and responsive seg-

mentation.
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6 Conclusion

6.1 Summary of Achievements

This work successfully developed and implemented a semantic segmentation system us-

ingNVIDIA’s Segformermodels. The systemwas encapsulatedwithin aDocker environ-

ment and integrated into a ROS 2 framework, enabling segmentation of both still images

and video streams. The initial goal of segmenting still images was achieved, demonstrat-

ing the functionality and accuracy of the segmentationmodel. Following this, the system

was extended to handle video streams, utilizing the usb-cam repository to publish raw

video streams as ROS 2 topics. Comprehensive testing was conducted under different

lighting conditions, with the system performing well during daytime tests.

6.2 Contributions to the Field

This project contributes to the field of computer vision and semantic segmentation in

several ways:

• Implementation of Huggingface libraries in a Docker Environment

• Implementation of SegformerModels: By utilizing NVIDIA’s Segformer mod-

els, this work demonstrates the effectiveness of hierarchical transformers for se-

mantic segmentation tasks.

• ROS 2 Integration: The integration of the segmentation models within a ROS

2 framework provides a scalable approach, making it easier to incorporate into

various robotic and autonomous systems.

• Real-timeApplication: Although challenges were encountered, the extension to
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real-time video stream segmentation showcases the potential for real-world appli-

cations, such as autonomous driving and surveillance.

6.3 Limitations and Future Work

Several limitations were identified during the project, which also present opportunities

for future work:

• ComputationalPower: The testingmachine’sGPUswere not utilized to their full

capacity, with only 14 percent of their potential being used. This under-utilization

led to higher prediction times and lag in real-time segmentation.

• Lighting Conditions: The system struggled with segmentation accuracy during

nighttime testing due to insufficient lighting. This highlights the need for models

trained specifically for low-light conditions.

• ModelOptimization: The high computational demands of the Segformermodels

resulted in extended prediction times, especially for larger models like segformer-

b3. Optimizing these models will be important to enhance performance.

Future work should focus on:

• EnhancingComputationalPower: Utilizingmore powerfulGPUs and ensuring

full GPU utilization through optimized drivers and software configurations.

• Attaching the Model to a Vehicle: Implementing the segmentation system on

a vehicle for autonomous navigation and testing in dynamic environments.

• Augmented Reality Integration: Using augmented reality goggles to overlay

segmentation results in real-time, providinguserswith enhanced situational aware-

ness.

• ModelTraining forLow-lightConditions: Trainingmodels specifically ondatasets

that include low-light and nighttime conditions to improve segmentation accuracy

under these challenging scenarios.

• Batch Processing and Pipeline Optimization: Implementing batch processing
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and optimizing the data pipeline to reduce frame lag and enhance real-time per-

formance.

By addressing these limitations and pursuing these future directions, it is possible to

improve the accuracy and efficiency while removing bottlenecks of semantic segmenta-

tion systems, making them more suitable for a wide range of real-time applications.
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Abstract

Semantic segmentation of a structured environment for

mobile robots

Baraa Yassin

This project integrated a semantic segmentation system using NVIDIA’s Segformer

models, integrated within a ROS 2 framework and encapsulated in a Docker environ-

ment. The system successfully segmented still images and video streams, demonstrating

robustness during daytime conditions but facing challenges under low-light scenarios

and due to insufficient GPU utilization. Key contributions include the implementation

of Segformer models and ROS 2 integration, advancing the potential for real-time appli-

cations like autonomous driving. Future work will focus on optimizing computational

power, improving low-light performance, and enhancing real-time capabilities through

model optimization and augmented reality integration.

Keywords: Semantic segmentation; Computer vision; ROS 2; Docker; Neural net-

work; Artificial intelligence; Mobile robots; Machine learning; Dataset; Python; Hug-

gingface;
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Sažetak

Semantička segmentacija strukturiranih okruženja mobilnog

robota

Baraa Yassin

Ovaj projekt implementirao je sustav semantičke segmentacije koristeći NVIDIA-ine

Segformermodele, integrirane unutar okvira ROS 2 i enkapsulirane uDocker okruženju.

Sustav je uspješno segmentirao fotografije i video tok podataka, pokazujući robusnost ti-

jekomdnevnih uvjeta, ali suočavajući se s izazovima u uvjetima slabog osvjetljenja i zbog

nedovoljne upotrebe GPU-a. Ključni doprinosi uključuju implementaciju modela Seg-

former i ROS 2 integraciju, unaprjeđujući potencijal za aplikacije u stvarnom vremenu

poput autonomne vožnje. Budući rad će se usredotočiti na optimizaciju računalne snage,

poboljšanje performansi pri slabom osvjetljenju i poboljšanje mogućnosti u stvarnom

vremenu kroz optimizaciju modela i integraciju proširene stvarnosti.

Ključne riječi: Semantička segmentacija; Računalni vid; ROS 2; Docker; Neuronska

mreža; Umjetna inteligencija; Mobilni roboti; Strojno učenje; Skup podataka; Python;

Huggingface
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8 Appendix

The Code https://github.com/YassinBaraa/Zavrsni-rad
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