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Abstract

With the current state of the power system where a lot of effort is being put into reducing

greenhouse gas emissions at all levels, from production to consumption. This has resulted in

strategies and plans for switching from classical electricity production methods, utilising fossil

fuels, to environmentally cleaner renewable energy sources. It has also brought a change in the

paradigm where before electricity production was handled by large centralised production units

in favour of smaller distributed production. Distributed production is largely based on renewable

energy sources that replace classic production based on fossil fuels. End-users started to become

active participants in the power system with their local production and participate in different

demand response programs. It is also important to emphasize the need for emission reduction

at the consumer side. Most of the industrial facilities utilize fossil fuels, which produce large

amounts of local emissions. Emission reduction can be implemented by replacing fossil fuels

and incorporating renewable energy sources along with the facilities’ internal flexibility to assist

their operation.

Industrial facilities are a unique type of end-user. They are large centralised consumers

whose production costs are largely dependent on energy procurement. Lowering their produc-

tion costs can lead to a more competitive product. They have high flexibility potential since

they are easier to control and automate than other end-users. They can also individually par-

ticipate in the energy markets. The main concepts, where an industrial facility activates its

flexibility potential, are demand response and integrating and shifting between multiple energy

vectors. Demand response is a concept where end-users change their consumption pattern as a

result of external signals. It is usually implemented through direct or indirect incentives. The

models proposed in this thesis utilize indirect price-responsive demand response which sched-

ules its production based on outside price signals, in this case the day-ahead market prices.

Multi-energy systems concept entails that the system contains different energy vectors that can

complement each other i.e. they can switch between each other when it is beneficial or it can

be stored to use later. Prices in the electricity day-ahead market are not known beforehand so

the model needs to take into account price uncertainty. Two different models are proposed and

analysed through a two-stage stochastic optimisation model and a robust optimisation model,

where the robust optimisation model outperforms the first one in terms of computational time.

This model was then compared to a business-as-usual model without flexibility. Using its in-

herent flexibility, the proposed model outperforms the business-as-usual model and is able to

mitigate market uncertainty.

Industrial facilities are responsible for local emissions, meaning that they have to purchase

them in the emissions market, adding additional cost to their production process. To reduce

their local emissions and carbon footprint as a whole, this thesis proposes switching from tra-



ditional fossil fuels to hydrogen technologies. They provide even more flexibility to the system

since they can use excess electricity to produce hydrogen, or they can consume hydrogen to

produce electricity and heat. Hydrogen can also be stored for future use. With a combination of

hydrogen technologies and renewable energy sources, the industrial facility manages to almost

entirely reduce its carbon footprint while completely avoiding local emissions. From the eco-

nomical point of view, the current hydrogen technologies, on average, are still not up to par with

the traditionalones . Future hydrogen technologies, reported in the literature, showcase better

results depending on future price trends. The most promising benefit of the hydrogen-based

system is that it is not very sensitive to market price changes since it can have high autonomy

from the rest of the power system.

Keywords: industry facility; electricity market; demand-response; emission reduc-
tion; hydrogen technologies
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MODELIRANJE DEKARBONIZIRANOGA VIŠEENERGI-

JSKOGA INDUSTRIJSKOGA POSTROJENJA KAO PRUŽATELJA

USLUGA FLEKSIBILNOSTI U UVJETIMA CJENOVNE NE-

SIGURNOSTI

Kako bi se smanjio negativan utjecaj klimatskih promjena puno truda se ulaže na smanjenje

emisija stakleničkih plinova na svim razinama elektroenergetskog sustava. Veliki naglasak je

na prelasku s klasičnih načina proizvodnje električne energije, korištenjem fosilnih goriva, na

ekološki čistije obnovljive izvore energije. Takod̄er se dogad̄a promjena u paradigmi gdje se

velika centralizirana proizvodnja električne energije zamjenjuje u korist manjih distribuiranih

jedinica proizvodnje. Distribuirana proizvodnja se velikim dijelom temelji na obnovljivim

izvorima energije kako bi zamijenila klasičnu proizvodnju baziranu na fosilnim gorivima. Kra-

jnji korisnici postaju aktivni sudionici elektroenergetskog sustava jer mogu imati lokalnu proizvod-

nju i sudjelovati u različitim programima. Takod̄er je važno provesti smanjenje emisija na strani

potrošača. Većina industrijskih postrojenja koristi fosilna goriva koja proizvode velike količine

lokalnih emisija. Smanjenje emisija može se provesti zamjenom fosilnih goriva i uključivanjem

obnovljivih izvora energije zajedno s unutarnjom fleksibilnošću postrojenja koja im pomaže u

radu.

Industrijski potrošači su jako bitni sudionici elektroenergetskog sustava, čineći oko 25%

ukupne potrošnje primarne energije u Europskoj uniji. Oni su centralizirani energetski inten-

zivni potrošači koji mogu djelovati samostalno bez potrebe za agregacijom s drugim potrošačima.

Takod̄er, imaju visoku razinu kontrole i automatizacije svojih podsustava i pomoćnih ured̄aja.

Zbog toga imaju puno veći potencijal fleksibilnosti. Troškovi njihove proizvodnje uvelike ovise

o cijeni energenata, te se njihovim smanjenjem postiže veća konkurentnost proizvoda. Glavni

koncepti koje će industrijsko postrojenje koristiti za postizanje svog potencijala fleksibilnosti

su odziv potrošnje te kroz integriranje sustava više energetskih vektora.

U radu će se prikazati mogućnosti industrijskih potrošača u tranziciji prema zelenoj energiji

i njihova integracija na veleprodajna energetska tržišta. Industrijski potrošač modeliran je na

temelju odziv potrošnje, gdje se raspored proizvodnog lanca optimizira s obzirom na vanjske

utjecaje. Drugi dio modela je optimizacija pomoćnih ured̄aje koji se koriste za zadovoljavanje

energetskih potreba proizvodnog lanca. Ova dva dijela modela med̄usobno se nadopunjuju,

pružajući dodatnu fleksibilnost, budući da mogu pokrivati nedostatke jedni drugima. Energetski

ured̄aji mogu koristiti različite izvore energije kako bi zadovoljili potrošnju postrojenja. Tradi-

cionalno su izvori energije bili prirodni plin i/ili električna energija zbog njihove dostupnosti i

cijene. Uzimajući u obzir naknade/dozvole za emisije za koje će industrija biti odgovorna, oni

su potaknuti da ih smanje. Većina emisija proizvedena je izravno iz fosilnih goriva koja se ko-



riste lokalno ili neizravno iz električne energije kupljene na tržištu. U ovoj disertaciji predlaže

se smanjenje emisija u dva koraka. Prvo je potrebno zamijeniti tradicionalno korištena fosilna

goriva s vodikom, budući da su se njihove tehnologije pokazale primjerenima s operativnog

stajališta. Mogu se koristiti za proizvodnju električne i toplinske energije te kao spremnik en-

ergije. Vodik se takod̄er može lokalno proizvesti korištenjem električne energije. Drugi korak

je integracijom obnovljivih izvora energije, kao što je fotonaponska elektrana, kako bi se sman-

jila potreba za uvozom električne energije i pružila pomoć vodikovim tehnologijama u radu.

Proizvodnja električne energije iz fotonapona ne proizvodi emisije, čime se smanjuje ukupni

ugljični otisak postrojenja.

Ukratko, disertacija će prikazati mogućnosti industrijskog potrošača koji koristi fleksibil-

nost odziva potrošnje i energetskih ured̄aja. Takod̄er, će integrirati rad industrijsko postrojenje

na neizvjesnom tržištu električne energije. Veliki naglasak bit će stavljen na smanjenje emisije

stakleničkih plinova korištenjem vodikovih tehnologija i obnovljivih izvora energije kako bi se

zamijenile tehnologije temeljene na fosilnim gorivima. Prema tome izvorni znanstveni dopri-

nosi ovog rada su sljedeći:

• Matematički model višeenergijskog industrijskog potrošača s odzivom potrošnje sa plani-

ranjem procesa, integriran u neizvjesnom okruženju različitih energetskih tržišta.

• Matematički model višerazinskog višeenergijskog industrijskog potrošača koji iskoriš-

tava interakciju vodika i obnovljivih izvora energije.

Koncept odziv potrošnje nije nov, ali je dobio na popularnosti zahvaljujući promjenama

koje su se dogodile u elektroenergetskom sustavu. U osnovi, ovim programom krajnji korisnici

mogu promijeniti svoj obrazac potrošnje od planiranog kako bi ostvarili odred̄enu dobit. Do-

bit od sudjelovanja u ovom programu je obično financijske prirode, bilo kroz izravna plaćanja

ili kroz smanjenje troškova električne energije. Iz perspektive operatora sustava, odziv po-

tražnje pruža dodatnu fleksibilnost koju može koristiti umjesto klasičnih pružatelja pomoćnih

usluga. To je dodatno naglašeno povećanjem obnovljivih izvora energije koji zahtijevaju veću

fleksibilnost i smanjenjem tradicionalnih izvora električne energije koji su povijesno pružali

usluge fleksibilnost. Takod̄er se može koristiti za lokalne svrhe kao što je upravljanje zagušen-

jem u mreži ili regulacija napona u distribucijskoj mreži. Odziv potrošnje može se koristiti

za uravnoteženje proizvodnje i potrošnje bilančnih grupa. Odziv potrošnje obično ne zahtijeva

velika ulaganja, barem u usporedbi s klasičnim pružateljima fleksibilnosti kao što su plinske

turbine. Obično se u literaturi odziv potrošnje dijeli na cjenovni i poticajni. S programom odziv

potrošnje koji se temelji na poticajima, pružatelja usluge fleksibilnosti je pozvan od treće strane

da izvrši uslugu, bilo da je to operater sustava ili neka druga bilančna grupa, i za to dobiva

dogovorenu naknadu. Provod̄enje ovakvog način odziv potrošnje se može automatizirati tako
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da se aktivira kada dobije vanjski signal i kada se ispune odred̄eni uvjeti (obično ih postavlja

pružatelj usluge). Najbolji primjer bi bili termostatski kontrolirani tipovi jedinica (hladnjaci,

klima-ured̄aji, grijači prostora, itd.) koji mogu automatski smanjiti ili povećati svoju snagu na

zahtjev dok god ostaju izmed̄u unaprijed definiranih temperaturnih ograničenja koje je postavio

pružatelj usluga odziva potrošnje. U odzivu potrošnje koji se temelji na cjenovnim poticajima,

raspored potrošnje krajnjeg korisnika ili promijene njihove proizvodnje se temelji na vanjskim

cijene. Te cijene koje krajnji korisnik uzima u obzir mogu doći iz različitih izvora kao što je

tržište dan unaprijed, od agregatora ili opskrbljivača u vidu vremenski promjenjivih tarifa.

Literatura obično postavlja industrijska postrojenja kao ključna u integraciji odziva potrošnje

u elektroenergetskom sustavu. Iako su važni, dosta ih zanemaruje u korist manjih potrošača iz

drugih sektora. Iz tržišne perspektive glavne prepreke odziva potrošnje industrijskih postrojenja

uključuju nepotpuna i nekonkurentna tržišta, nedostatak podataka čije prikupljanje možda nije

isplativo i nesigurnosti na tržištu koje mogu spriječiti sudjelovanje. Iz društvene perspektive su-

dionici možda neće htjeti izvršiti potrebna ulaganja ili slijepo prihvatiti opremu koja im se daje

kao sredstvo poticaja bila ona dobra za njih ili ne. Osim toga, gubitak udobnosti/proizvodnje

glavna je briga za industrijske potrošače jer može izazvati veće gubitke nego što je dobit od

sudjelovanja u programu odziva potrošnje. Tehnološke prepreke mogu uključivati bilo koju

tehnologiju, vještinu ili znanje potrebnu za pravilno sudjelovanje u programu odziv potrošnje.

Iz regulatorne perspektive, većina politika u postojećim elektroenergetskim sustavima se još

uvijek temelji na velikim generatorima ostavljajući manje prostora za sudjelovanje u programu

odziva potrošnje.

Višenergijski sustav je vrsta sustava koji sadrži različite energetske vektore koji mogu surad̄i-

vati i nadopunjavati se, te pohranjujući energiju u različitim oblicima za kasniju upotrebu. Pre-

bacivanje izmed̄u energetskih vektora obično se vrši kao odgovor na vanjske signale, npr. sustav

prelazi na lokalnu proizvodnju električne energije u vrijeme visokih cijena električne energije.

Dodatno, ova vrsta sustava može pružiti usluge fleksibilnosti operateru sustava. Konceptualno

višeenergijski sustavi vrlo su slični konceptu odziva potrošnje budući da oba pružaju unutarnju

fleksibilnost sustava. Za razliku od odziva potrošnje, višeenergijski sustav neće imati gubitke

u proizvodnji jer će se njegova potrošnja zadovoljiti drugim energetskim vektorom. Na njega

utječu samo različite učinkovitosti energetskih vektora. Fleksibilnost odziva potražnje i fleksi-

bilnost iz više energetskih vektora se mogu koristiti zajedno kako bi se nadopunjavale i pomogle

industrijskom postrojenju da postigne veće uštede.

U radovima koji su dio ovog istraživanja napravljeno je više model kako bi se prikazao

rad industrijskog postrojenja. Prvi model industrijskog potrošača se natječe pod neizvjesnim

cjenovnim uvjetima na tržištu dan unaprijed. Postrojenje takod̄er mora podmiriti troškove

odstupanje od planirane potrošnje/proizvodnje prema cijeni temeljenoj na cijenama sekundarne

regulacije. Tržišni model postavljen je kao dvostupanjski stohastički model s neizvjesnom ci-
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jenom električne energije na dan unaprijed tržištu. Glavna fleksibilnost koja se koristi u ovom

modelu dolazi s promjenom izmed̄u dva energetska vektora, električne energije i plina. Ovaj

model predstavlja poboljšanje tradicionalnog industrijskog postrojenje bez potrebe za znača-

jnim promjenama. U idućoj iteraciji, model je poboljšan u uvod̄enjem odziva potrošnje. Odziv

potrošnje je program u kojem korisnik može promijeniti svoj obrazac potrošnje na temelju

izravnog poticaja ili vanjskog signala. Proizvodni procesni lanac industrijskog potrošača mod-

eliran je kao odziv potrošnje koji reagira na vanjske cijene. Industrijski potrošač mora proizvesti

željenu količinu krajnjeg proizvoda, ali može pomicati svoju proizvodnju kroz cijeli horizont

optimizacije. Model je izrad̄en kao dvostupanjski stohastički i kao robusni model. Robusni

model se pokazao superiornijim i prema rezultatima i iz perspektive računarske složenosti.

Analiza je pokazala da je odziv potražnje imao veći utjecaj od višeenergijskog, iako se njegov

utjecaj nije zanemariv s obzirom na to da doprinosi smanjenju troškova. Aktivno sudjelovanje

na tržištu i korištenje različitih opcija fleksibilnosti dalo je bolje rezultate od pasivnog koje pred-

stavlja tradicionalni pristup vod̄enja industrijskog postrojenja. Zbog svoje velike fleksibilnosti,

predloženo industrijsko postrojenje se može prilagoditi neizvjesnim prilikama na tržištu, te nije

jako osjetljivo na nagle promjene cijena.

U nastojanju da se umanjili negativni učinci klimatskih promjena mnoge su se zemlje krenule

provoditi politike za njihovo smanjenje kroz različite med̄unarodne, nacionalne ili lokalne spo-

razume. Počevši od Kyoto protokola iz 1997. godine te nastavljajući s Pariškim sporazumom

iz 2016. godine. Predvodnik u svemu ovom je Europska unija s vlastitim skupom politika ko-

jima je cilj postići klimatsku neutralnost do 2050. godine kroz Europski zeleni plan s ranijim

ciljem postizanja 55% manjih neto emisija stakleničkih plinova do 2030. godine u usporedbi

s razinama iz 1990. godine kroz Spremni za 55 paket. Paket Čista energija za sve Europljane

usmjeren je na dekarbonizaciju energetskog sustava kroz energetsku učinkovitost, obnovljive

izvore energije, regulaciju upravljanja i druge nezakonodavne inicijative. Iz perspektive indus-

trijskih postrojenja, ona će dobit besplatne dozvole za količinu emisiju stakleničkih plinova na

temelju 10% instalacija s najboljim rezultatima prema odred̄enom proizvodu. Metodologija ne

uzima u obzir tehnologiju ili korištene energente, što znači da će industrijska postrojenja koja ne

dostignu referentnu vrijednost od 10% dobiti manje emisijskih jedinica nego što im je potrebno

te će morati smanjiti svoje emisije ili kupiti dodatne emisije. Za manje izložene sektore be-

splatne kvote se više neće dodjeljivati od 2023. godine, što znači da će industrijska postrojenja

morati plaćati sve emisije koje proizvedu. Dekarbonizaciji industrijskih postrojenja može se

pristupiti s različitih točaka gledišta. Neki tome pristupaju iz perspektive energetske učinkovi-

tosti, bolje učinkovitosti resursa, boljeg iskorištavanja nusproizvoda, optimizacije proizvodnog

procesa, supstitucije fosilnih goriva, integracije obnovljivih izvora energije i elektrifikacije
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postrojenja. Ova doktorska disertacija će se fokusirati na neke od ovih koncepata, uglavnom

na optimizaciju proizvodnog procesa, zamjenu fosilnih goriva i integraciju obnovljivih izvora

energije. Ostali koncepti su zanemareni uglavnom zato što su specifični s obzirom na vrstu

industrijskog procesa i finalnog proizvoda. Glavne prepreke za brže i efikasnije smanje emisija

koje su prepoznate u literaturu su ekonomske naravi, manjak informacija i razmjena znanja,

nedostatak obuke osoblja, nesklonost usvajanju novih tehnologija i manjak poticaja i regulacija

Nastojanjem da se smanje emisije stakleničkih plinova, vodik se pokazao kao energetski

vektor koji može zamijeniti fosilna goriva. Tehnologije vodika nisu novi koncept, ali su njihova

istraživanja su dobila na snazi s novim poticajima na globalnoj razini. Prema njihovom pred-

vid̄anju, oko 60% svih smanjenja emisija stakleničkih plinova doći će iz obnovljivih izvora en-

ergije, zelenog vodika i elektrifikacije korištenjem tehnologija s niskim udjelom ugljika. Glavna

prednost vodika je što se može koristiti za različite primjene u elektroenergetskom sustavu.

Takod̄er, ne proizvodi nikakve lokalne emisije, ako se proizvodi iz čiste električne energije (npr.

obnovljivi izvori energije) može se smatrati da ne proizvodi nikakve emisije. Iako se u razvoj

vodikovih tehnologija ulažu veliki napori, moglo bi ga biti teško implementirati u kratkom

roku jer postoje tehničke i infrastrukturne prepreke u energetski intenzivnim primjenama. Iz

perspektive industrijskih postrojenja, literatura prepoznaje vodikov potencijal u naporima da

dekarbonizacije elektroenergetskog sustava. Može se proizvesti korištenjem viška proizvodnje

električne energije ili potrošiti za proizvodnju električne i toplinske energije kada je to potrebno.

Takod̄er funkcionira kao kratkoročno ili srednjoročno spremište energije. Budući da može ma-

nipulirati viškom i manjkom električne energije, pruža dodatnu fleksibilnost za balansiranje

industrijskog sustava.

Prijašnji model industrijskog postrojenja prikazao je kako se boljim upravljanjem klasična

industrijska postrojenja mogu integrirati na energetska tržišta. U novom modelu koncept proizvodnog

procesa ostaje isti te se zamjenjuje dio koji koristi prirodni plin s vodikom te se uspored̄uju ta

dva postrojenja. U oba postrojenja je dodan sustav za proizvodnju električne energije iz fo-

tonapona. Emisije iz industrijskog sustava mogu se podijeliti na izravne i neizravne. Izravne

emisije nastaju lokalno u industrijskom postrojenju, dok su neizravne emisije rezultat proizvod-

nje električne energije u elektroenergetskom sustavu koji je postrojenje kupilo. Iako industrijsko

postrojenje nije odgovorno za neizravne emisije, ono se ubraja u njihov ukupni ugljični otisak

i povećava globalne emisije. Važno je uključiti i te emisije kako se proizvodnja emisija ne bi

prenijela s lokalnih na globalne. Smanjenje ugljičnog otiska industrijskog postrojenja temel-

jenog na vodiku iznosi oko 40% kada sustav pokušava minimizirati troškove s mogućnošću

gotovo potpunog smanjenja ugljičnog otiska. To znači da je ova vrsta sustava dovoljno fleksi-

bilna da može raditi gotovo neovisno o ostatku elektroenergetskog sustava. Lokalne emisije su

potpuno uklonjene što pozitivno utječe na zdravlje radnika i lokalnog stanovništva. Industrijsko

postrojenje je med̄utim ekonomski vod̄eno, što znači da će njegovo ponašanje uvelike ovisiti
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o troškovima. Provedena je analiza osjetljivosti sadašnjih, prošlih i budućih kretanja cijena

električne energije i plina. Sustav temeljen na vodiku bio je lošiji u većem broju slučajeva od

sustava temeljenog na plinu. Iako lošiji velike promjene cijena puno manje utječu na njegove

ukupne troškove, što znači da se može lako prilagoditi različitim skupovima cijena. Važno je

napomenuti da sustav u kojem su dodane nove tehnologije vodika iz literature u prosjeku ima

manje troškove. Iz čega se zaključuje da će se u budućnosti značajno poboljšati potencijal indus-

trijskih postrojenja temeljenih na vodiku ovisno o napretku tehnologije i o budućim kretanjima

cijena. Vrijedno je napomenuti da će se cijene emisija vjerojatno rasti u budućnosti, čime će

se vrijednost dekarbonizirana industrijska postrojenja značajno povećati. Takod̄er se očekuje

smanjenje specifičnih emisije za proizvodnju električne energije s obzirom na dekarbonizaciju

ostatka elektroenergetskog sustava.

Zaključno industrijska postrojenja pokazuju veliki potencijal za aktivno sudjelovanje na

elektroenergetskom tržištu. U radu je istraženo njihovo natjecanje na dan unaprijed tržištu elek-

trične energije, program odziva potrošnje i suradnja više energijskih vektora koje postrojenja

mogu koristiti kako bi smanjila svoje troškove. Cjenovna nesigurnost tržišta je takod̄er uzeta

u obzir kako bi se dobili što realniji uvjeti rada postrojenja. Takod̄er je predložena zamjena

prirodnog plina s vodikom i integracija obnovljivih izvora energije u svrhu smanjile emisije

stakleničkih plinova koje ovakvo postrojenje proizvodi. Napravljena je analiza osjetljivosti s

obzirom na potencijalna kretanja cijena električne energije i plina kako bi se usporedilo klasično

postrojenje s postrojenjem baziranim na vodiku.

Ključne riječi: industrijsko postrojenje; tržište električne energije; odziv potrošnje;
smanjenje emisija; vodikove tehnologije
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Chapter 1

Introduction

1.1 Background and Motivation

In a traditional power system with centralised production and monopolistic utility companies,

the end-users were passive consumers. With the paradigm change, they were given the possibil-

ity to become an active part of the power system through various methods. Industrial consumers

are prime targets to employ these methods, making up around 25% [1] of the total primary con-

sumption in the European Union. They are centralised, energy-intensive consumers who can act

on their own without the need for aggregation with other consumers. Additionally, they have a

high level of control and automation of their subsystems and utility devices [2]. Having high en-

ergy consumption they are responsible for large amounts of greenhouse gas emissions (GHG).

Following the European Commission climate plan to lower emissions by at least 55% until 2030

[3] and emission allowances that will be forced on the industrial sector, it would be beneficial for

them to act proactively and lower them. With the combined implementation of renewable en-

ergy sources (RES) and some energy storage systems, industrial facilities can achieve emission

reduction while keeping the operational cost low [4]. They also have inherent flexibility through

multiple local energy systems interactions, as shown in [5], and demand response techniques,

[6]. Both can help industrial plants to adhere to their market-obligated exports and imports and

to balance the intermittent and uncertain renewable generation. Hydrogen technologies have

been shown to be adequate for electricity storage and heat production [7], thus making them

compatible to support intermittent PV production. All of the above-mentioned concepts will be

used to help industrial prosumers towards green energy transition.

1.2 Objective of the Thesis

The thesis will showcase the possibilities of industrial prosumers in the green energy transition

and their integration into the wholesale energy market. The first part of the industrial prosumer
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Introduction

is modelled as a demand response entity where the schedule of its production chain is opti-

mised. Each process in the production chain represents one or more consumption sectors. The

second part of the model optimises utility devices which are used to satisfy the demand of the

production chain. These two parts of the model complement each other, providing additional

flexibility, since they can cover for each other shortcomings. Utility devices can utilize different

energy sources to satisfy the plant’s construction. Traditionally, energy sources were natural

gas and/or electricity due to their availability and price. Most of the emissions are produced

directly from fossil fuels used locally or indirectly from market-bought electricity. Considering

emission fees/allowances that the industry will be responsible for (need to pay for), they are

incentivised to lower them. Emissions can therefore be reduced in two ways. The first one is to

replace the traditionally used fossil fuels with hydrogen, as hydrogen technologies have proven

to be adequate from an operational standpoint. They can be used for electricity and heat pro-

duction and as energy storage. The second way is the integration of renewable energy sources,

such as photovoltaics (PV), to reduce the need for electricity import and provide assistance to

hydrogen technologies. Electricity production from PV does not produce emissions, thus it

reduces the carbon footprint of the plant.

In summary, the thesis will showcase possibilities of industrial prosumer utilizing flexibility

from demand response and utility devices. It will also integrate an industrial plant onto the un-

certain electricity market. Great emphasis will be placed on greenhouse gas emission reduction

using hydrogen technologies and renewable energy sources to replace technologies based on

fossil fuels.

Contribution of the thesis are as follows:

• Mathematical model of multi-energy industrial prosumer with process scheduling de-

mand response considering uncertainty of energy market prices.

• Mathematical model of a decarbonised multi-energy industrial prosumer capturing values

of energy interactions at different process stages.

1.3 Structure of the Thesis

The rest of the thesis is structured as following:

• Chapter 2 describes the industrial system from the power system perspective and gives an

overview on demand response and multi-energy system techniques.

• Chapter 3 gives an overview on decarbonisation of power system and industrial prosumer

and an overview on hydrogen technologies.

• Chapter 4 presents optimisation techniques used to analyse concept presented in this the-

sis.

• Chapter 5 highlights the main contributions presented in the thesis.

2
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• Chapter 6 presents the list of all relevant publications.

• Chapter 7 summarises the author’s contribution to the publications.

• Chapter 8 concludes the thesis and proposes the direction for future work.

3



Chapter 2

Industrial Prosumers as a flexibility
provider

2.1 Energy-Intensive Industrial Prosumer

Industrial plants are very important entities in the power system and as such can effectively

participate in various programs. Since they are energy intensive it might be beneficial for them

to lower their operational costs by offering various products offered on the energy market. Al-

though industrial facilities are important, the literature usually neglects them in favour of smaller

end-users such as household level. It should be noted that market participation of small-scale

end-users, such as households, is hindered by their small individual power and energy. Thus

they need to be grouped with other entities through aggregators [8] into energy communities [9],

virtual power plants [10] or some other similar entity. While industrial plants can be grouped

with other entities, they can also have an impact on the power system operating individually

[11]. Their operation is usually highly automatised [12] making it easier to perform various

activities on the power market.

The main challenge with industrial prosumers is that they are complex, highly intercon-

nected systems that are different from one another. Proper research needs to be conducted for

each system to determine the parts that have flexibility potential [13]. There are various indus-

tries recognised and thoroughly analysed by different entities, such as the European Commis-

sion, for identifying the potential of introducing different demand-side management activities.

The paper and pulp production industry [14] is dominated by heat consumption. The cement

production industry [15] uses a lot of heavy machines for crushing raw materials and a kiln

for heating the ingredients to high temperatures. The non-ferrous metals industry [16] mainly

uses electrolysis consuming large amounts of electricity. The food production industry [17] is

highly specific based on the product but usually contains heavy machinery. Chlor-alkali process

industry [18] is also based on an electrolysis process to produce chlorine and sodium hydroxide
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which can then be used in different processes. It also produces hydrogen as a side product which

can be used for electricity or heat production. Steelmaking industry consumption [19] is domi-

nated by the high heating needs used for smelting ore or scraps. It is usually produced in blast

furnaces from fossil fuels (coal, oil or natural gas) or from electric arc furnaces and in smaller

capacity from biofuels and waste [20]. Most of the consumption in aluminium production is

tied to the electrolytic reduction process to separate aluminium from oxygen [21].

2.2 Industrial Prosumer as a Demand Response Flexibility

Provider

The concept of the demand response (DR) is not new, but it gained in popularity owing to the

changes that happened in the power system. Essentially in this program, the end-users can

change their consumption pattern from the planned one in exchange for receiving certain bene-

fits. Benefits are usually financial in nature, either through direct payments or through electricity

cost reduction. From a System operator (SO) perspective, the DR provides additional flexibility

that it can utilize instead of classic ancillary services [22]. This is further emphasised with the

increase in renewable energy sources, which require more flexibility, as well as with the de-

crease in traditional electricity sources which provided the flexibility [23]. It can also be used

for local purposes such as congestion management [24] or voltage regulation in distribution

networks [25]. It is also used to balance the production and consumption of balance respon-

sible parties [26]. Demand response usually does not require large investments, at least when

compared to classical flexibility providers such as gas turbines. The analysis of the demand re-

sponse potential in Germany showcased its possibilities under different scenarios [27]. In their

most pessimistic scenario, it was concluded that the investments into the demand response are

economically competitive to gas turbine installation. Industrial and commercial sectors were

responsible for most of the demand response potential. Similar research was conducted for

countries in Northern Europe where demand response potential from different sectors is anal-

ysed [28]. In total, demand response potential was found to be in the range of 15 to 29% share

of peak load. Demand response flexibility from industry made up a 4 to 7% share of the peak

load, while households made up for 5 to 13% share of the peak load. The household contribu-

tion was larger than that of the industry mainly due to high heating needs during cold weather

periods in the observed countries (Sweden, Finland and Norway). The study also provided the

remark that due to large amounts of flexible hydropower in the analysed countries, the demand

response may not be strongly incentivised. the analysis of the demand response potential in

Germany [29] found it to be a good successful assistance to classical flexibility providers with

a shortcoming that it might not be readily available under certain conditions, seasons or times

of the day e.g. high demand from air conditioning and air supply systems correlate with high
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PV production. They found that it is important to recognise these conditions to improve the

potential of the demand response. The study also analysed different sectors of consumption

with a conclusion that the industrial sector should be the highest priority for demand response,

due to lower costs of implementation and better response.

Usually in the literature, the DR is divided into price-based and incentive-based [30]. With

an incentive-based DR program, the flexibility provider is invited to perform the service by

the third party, be it the SO or another balancing responsible party, and receives benefits for

it [31]. This DR activation can be automated to trigger when the outer signal is sent and the

right conditions are met (usually set by the DR provider) [32]. The best example would be ther-

mostatically controlled type units (refrigerators, air-conditioners, space heaters, etc.) that can

lower or increase their power automatically on demand while remaining between predefined

temperature limits set by the DR provider [33]. In a price-based DR program, the end-users

schedule or change their production based on the price impulse [34]. Prices that the end-user

receives can come from different sources like day-ahead market [35] or from an aggregator

or supplier in terms of time-varying tariffs [36]. The paper [37] proposes a multiple pricing

approach to groups of end-users clustered together. It considers different patterns among end-

users and behaviour changes so that it can offer the right price for the right consumer. The

bidirectional interaction between the power grid and end-user (building) responding to dynamic

pricing is showcased using game theory in [38]. The goal of the power grid is to reduce de-

mand fluctuations while the end-user is trying to lower its overall costs. The methodology was

tested on a campus building in Hong Kong where this interaction managed to lower the demand

fluctuation by about 40% while lowering the electricity cost of the end-user by 2.5–8.3%. The

thermal capacity of a building can be used to provide DR services through heating, ventilating,

and air-conditioning (HVAC) units as is showcased in [39]. The important aspect of this DR

approach is to lower discomfort for users i.e. that each user can define a satisfactory range of

temperature. User discomfort and loss of consumption are an important part of the DR since

they can make DR worth less. User discomfort is usually harder to quantify thus making it

prevalent in literature. The paper [40] presents an algorithm for cost-comfort tradeoff so that it

can improve household automated price-responsive DR. Loss of consumption or load shedding

can lead to major losses for certain end-users (e.g. Industrial plants) making it less viable for

them to participate in DR program. The load-shifting method is often used to circumvent loss

of production. With it, the end-user would ideally move the load to a more favourable time thus

providing demand response while keeping its consumption at the same volume [41]. Unfortu-

nately, it might be impossible to shift all consumption, leading to potential losses in revenue that

need to be accounted for when calculating profitability. Paper [42] showcased the possibilities

to earn profit from load shifting in real-time energy market utilising by solving a finite-horizon

Markov decision process problem. In conclusion, this research managed to increase its profit
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by 55% when compared to a benchmark problem.

The literature usually places industrial plants as pivotal in the integration of demand re-

sponse to the power system. Although important, they are usually neglected in most literature

in favour of consumers from other sectors [43]. In [44] the authors concluded that the industries

are technically more than capable of providing demand response services, but are lacking from

a regulatory and economic standpoint. The solution from their point of view would entail that

market rules be adjusted towards easier demand response provision and provide enough incen-

tive for both demand response providers and system operator. Paper [45] provides insightful

challenges and barriers for industrial demand response based on the market, technological, so-

cial and regulation aspects. From the market perspective, the main barriers include incomplete

and uncompetitive markets, lack of data which might not be cost-effective to collect and uncer-

tainties in the market that can hinder participation. From the social perspective, the participants

might be unwilling to make necessary investments or blindly accept equipment provided to

them as a means of incentive. Additionally, loss of comfort and production is a major concern

for industrial consumers. Technological barriers can include any technology, skill or knowledge

needed to properly participate in the demand response programs. From the regulatory perspec-

tive, most of the policies in the existing power systems are still based on large-scale generators

leaving less room for adequate participation in demand response. Similarly [46] provides an

outlook about key issues considering demand response application of multi-energy industrial

parks. From their point of view, more effort should be placed on research that takes into ac-

count both the supply and the demand side. Also, they have noted that most of the research in

the literature observes short-term benefits of demand response while neglecting medium/long-

term demand response. From the market perspective, they think that more policies and funds

should be developed to incentivise industries to participate in demand response programs. From

their analysis, demand response has better potential when combined with other energy vectors,

as it can switch when needed. This leads to the improvements in comfort index on which they

place major concerns.

The methodology for industrial demand response is based on batch process scheduling and is

presented in [47]. The paper considers different scenarios, including renewable energy sources

(RES) and battery storage systems (BSS). Demand response is modelled as a price-responsive

based on different smart pricing schemes such as day-ahead pricing, time-of-use pricing, peak

pricing, inclining block rates and critical peak pricing. A similar, albeit a bit simplified, model

is adapted to a real-world industrial plant by the same authors in [48]. Huang et. al. [49]

provide the optimisation framework based on a price-based demand response of steel powder

manufacturing. Real-time prices are considered to be unknown beforehand, thus requiring fore-

casting in the form of artificial neural networks which are then integrated into the optimisation

model. Their results have shown that this combination managed to balance energy demand and
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reduce costs while satisfying production targets. The possibilities of demand response in metal

casting industries are presented in [? ], based on the minimisation of operation costs on a day-

ahead market while maximising reserve provision when participating in the ancillary services

market. Mixed-integer programming approach is used incorporating manufacturing constraints

and market requirements. Helin et. al. [50] showcased the economic benefits of pulp and paper

industries operating in the Nordic intra-day power market while considering original production

optimised gains based on spot price forecasts. They found that in most studies technical or the-

oretical viewpoints are addressed more often than economical, which they find crucial for any

energy-intensive industry to consider participating in any form of flexibility program. A case

study for day-ahead scheduling with real-time demand response management in the chlor-alkali

production industry is proposed in [51]. The system also contains photovoltaic thermal systems,

wind energy conversion systems and fuel cells. Demand response is based on a contract and

incentive-based scheme.

2.3 Multi-Energy System Concept

The multi-energy system is a type of system that contains different energy vectors that can coop-

erate together and complement each other by shifting between one another or by storing energy

in different forms for later use. Shifting between energy vectors is usually done as a response

to outside signals, e.g. the system will switch to local electricity production during times of

high electricity prices. Additionally, this type of system can provide flexibility services to the

system operator [52]. Conceptually, multi-energy systems are very similar to the demand re-

sponse concept as they both provide internal flexibility to the system. Unlike demand response,

the multi-energy system will not have production losses since its consumption will be satisfied

through different energy vectors. It is only affected by the efficiencies when switching between

energy vectors. They can also be used simultaneously to complement each other [53]. The op-

timisation model where a multi-energy system comprised of consumers and combined cooling

heating and power plant is proposed in [54]. Demand response is utilised to adjust electricity,

heating and cooling consumption that the users can have. Similar to demand response, it can

also be a great tool in the transition towards a decarbonised power system [55]. It can be used

to mitigate uncertain production of wind and solar production as presented in [56]. The paper

uses adaptive robust optimisation for scheduling multi-energy microgrids considering different

time scales. Different layouts of multi-energy microgrids are presented in [57]. The operation

is considered in grid-connected mode and isolation mode. Multi-energy flexibility is used to

compensate for renewable energy generation, and demand and adhere to contractual electric-

ity import/export. It is also used to balance the microgrid in isolation mode. Electric vehicle

integration in multi-energy systems is presented in [58]. Features of the multi-energy system
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are modelled by considering combined heat and power generation, thermal energy storage, and

auxiliary boilers along with price-based and incentive-based demand response. A case study on

a real-life multi-energy building is presented in [59]. The optimisation is presented in two steps:

the first step roughly scheduling the building and the second stage is online convex optimiza-

tion used to track in real-time the objective set by the scheduling level. The authors demonstrate

achieving net positive revenue and satisfy all constraints 97.32% of the time. The multi-energy

system concept is not only applicable to end-users. Some research is proposing the creation

of hybrid energy systems. Such a system is proposed in [60] where electricity, gas and ther-

mal grid are considered working together. They also note that the change to the hybrid system

would bring adjustments in the energy infrastructure, transformation technologies, energy sys-

tem modelling, planning and economic frameworks, which can lead to high investment costs

and needs to be justified considering cost savings. Authors in [61] provide a comprehensive

review of different energy networks focusing on interactions and interdependencies between

multi-energy networks to ease their integration together.
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Chapter 3

Decarbonisation of Industrial Prosumer
Using Hydrogen Technologies

3.1 Decarbonisation of Industrial Prosumer in the Power Sys-

tem

In an effort to reduce the negative effects of climate change, many countries have agreed to im-

plement policies for the reduction of greenhouse gas emissions through various international,

national or local agreements, starting with the Kyoto Protocol from 1997 [62] and continuing

with Paris agreement from 2016 [63]. At the forefront is the European Union with its own set

of policies aiming to reach climate neutrality by the year 2050 through European Green Deal

[64] with an earlier goal to achieve 55% less net greenhouse gas emissions by 2030, compared

to 1990 levels through fit for 55 package [3]. Clean energy for all Europeans package [65]

is focused on decarbonisation of energy system through energy efficiency, renewable energy

sources, governance regulation and other non-legislative initiatives. From the perspective of

industrial plants, they will receive free allowances to emit greenhouse gases based on the 10%

best-performing installations for certain products [66]. Methodology does not take into account

technology or fuel used meaning that the industrial facility that does not reach the 10% bench-

mark will receive fewer allowances than it needs and will have to reduce its emissions or buy

additional allowances. It is expected that for less exposed sectors, the free allowances will not

be allocated by 2023, meaning that industrial plants will have to buy all of their emissions.

With these policies in mind, all levels of the power system have gone through great changes

in order to adapt to the above requirements. Renewable energy sources, such as photovoltaic

and wind power plants, are major players in this transition. Traditional power plants with high

emissions, utilizing fossil fuels, are slowly being replaced with green technologies on both sys-

tem and local levels. The paper [67] has presented an economically viable 100% renewable
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system for Germany to maximally reduce greenhouse gas emissions. On a local scale 362 Eu-

ropean cities were analyzed in [68] based on their preparedness to become climate-neutral. The

research showed that although policies and incentives are being employed, efforts should be

intensified to reach this goal, especially in terms of energy storage integration. The project [69]

proposes innovative energy management solutions for the integration of distributed renewable

energy sources and storage technologies in order to help speed up the decarbonisation of the

power system. The transport system is another major sector that is going through a similar tran-

sition. The main way for it is through a combination of electric vehicles and renewable energy

sources, making them emission-free [70]. Demand response is also an important technique that

is expected to assist renewable energy sources in efforts to decarbonise the power system [71],

as it has the capability to mitigate the negative effects of uncertainty renewable energy produc-

tion. Demand response is covered in more detail in chapter 2.2. Mitigation of local emissions

should also be the focus, even if they are only transferred to the global level. Their reduction

has a positive impact on the health of the local population and workers in the case of industrial

facilities [72]. Considering only expected CO2 emissions reduction, hundreds of millions of

fewer premature deaths worldwide could be mitigated as reported in [73].

Industrial facilities are also part of the green energy transition. Their decarbonisation can

be approached from multiple angles. Some of them are as follows: from the energy efficiency

angle, better resource efficiency, better utilisation of byproducts, production process optimi-

sation, fossil fuel substitution, renewable energy sources integration and facility electrification.

This thesis will focus on some of these concepts; mainly production process optimisation, fossil

fuel substitution and renewable energy sources integration. Other concepts are not captured by

this work, mainly because they are usually specific based on the type of industrial process and

final product. Renewable energy generation is usually considered for integration in industrial

facilities as presented by [74]. In the paper, an investment analysis of photovoltaic and bat-

tery storage system is provided, in order to reduce energy costs of a generic industrial facility.

With the higher flexibility system, the industry facility can lower its emissions by being less

dependent on the electricity import. The paper and pulp industry is one of the top five most

energy-intensive industries. This type of industry has great potential for decarbonisation from

raw material to production, transport and waste recycling [75]. Main decarbonisation techniques

would entail better forestation policies during the raw material gathering, process optimisation,

electrification and substitution of outdated technologies during the production process. Trans-

portation is a major issue which would require the substitution of fossil fuels to decarbonise.

The paper additionally puts great emphasis on recycling as a means of reaching net-zero produc-

tion and forest conservation. The main barriers that the authors have recognised are economic,

lack of information and knowledge sharing and lack of staff training. The cement industry is

another major CO2 producer. The problem with this industry is that most of the emissions are
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produced by the production process (kilning) and not by energy use [76]. The main barriers to

decarbonisation are lack of awareness, aversion to adopting of new technologies and inertia in

construction regulations [77]. The ceramics industry is another energy-intensive high-emission

industry [78]. The authors of the paper recognised that the main decarbonisation path is elec-

trification and biofuel utilisation and that the main barriers are economic, lack of knowledge

and incentives/regulation for smaller facilities. The analysis of the lime production industry

has shown that although a lot can be done to decarbonise it, the main path would be to cre-

ate innovative alternative routes for cold/no-combustion decarbonisation of CaCO3 [79]. The

steel-making industry is usually based on coal burning and the efforts to decarbonise are being

made by switching to green alternatives like electricity and hydrogen. Authors from [80] have

conducted the analysis of countries ready to perform this transition with a conclusion that only

EU countries are ready for it. Other countries either do not show a strong commitment to the

energy transition, are technologically behind or lag behind in the implementation of low-carbon

production electricity technologies.

3.2 Hydrogen Technologies Overview

Following the efforts to reduce greenhouse gas emissions, hydrogen is considered as an energy

vector to partially replace fossil fuels [81]. Hydrogen technologies are not a new concept but

their research has gained traction with new incentives on a global scale [82]. According to their

prediction around 60% of all greenhouse gas emission reduction will come from renewable

energy sources, green hydrogen and low carbon electrification. The main benefit of hydrogen

is that it is very versatile and can be used to cover energy demand in a variety of different

applications in the power system. It also does not produce any local emissions and if produced

from clean electricity (e.g. renewable energy sources) can be considered emission-free [83].

Although great effort is placed on hydrogen it might be difficult to implement in the short-

term as there are technical and infrastructure barriers in large-scale application [84]. From

the perspective of industrial facilities, the literature recognises hydrogen potential in efforts to

decarbonise the industrial sector. Green hydrogen industrial application potential is presented

in [85].

Hydrogen production from renewable and non-renewable energy sources is analysed in [86].

Fossil fuel hydrogen production is taken as a benchmark to compare with other technologies as

it is the most reliable and commercialized. Biomass and water-based production of hydrogen

yielded approximately similar results as fossil fuel hydrogen production, while the production

of hydrogen with renewable energy sources had limitations on the commercialization front. The

main barriers that the authors have recognised are technological, lack of transport, investment

risk and lack of international standards, though they believe that through technological devel-
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opment and with a rise in economic viability these barriers will be solved. Even though, there

are challenges to the integration of hydrogen production from renewable energy sources they

are not neglected in the literature. Hydrogen as an energy storage is also an important topic as

it is highly effective short/medium-term storage [87]. Different types of hydrogen storage are

presented in [88], from physical and chemical types of storage. From there, the analysis of the

underground hydrogen compressed air storage had the best results and has shown the biggest

potential. The authors from [89] also advocate for underground hydrogen storage as the best

future technology. Hydrogen storage is also usually coupled with renewable energy sources in

order to cover for their intermittent and uncertain nature [90]. Integration of hydrogen in the

literature is considered in many different systems. Long-term hydrogen storage is proposed in

a microgrid with 100% renewable energy generation [91]. The paper provides the methodology

for operation and for finding the best sizing values for such a system. Hydrogen storage is con-

sidered in industrial facilities as well, usually as a substitution for coal or gas as is the case for

the steel industry [92]. A comprehensive review of possibilities of hydrogen integration in the

iron and steel industry is presented in [93]. Their analysis showed that hydrogen metallurgical

transition could reduce CO2 emissions by 62.53% in 2050 when compared to 2020. The paper

also notes that this will mostly depend on economic factors and future technologies. It is also

utilised in some industrial processes meaning that they already have means of hydrogen produc-

tion making investment costs lower [94]. Heat production from hydrogen is another important

research topic. The possibilities of green hydrogen in heat production are examined by Samastil

et. al. [95] in order to decarbonise the heat demand sector in Great Britain. Their results have

shown that there is potential for 20% of heat production from hydrogen. From the perspective

of the power system, hydrogen can be used as a flexibility service provider. The paper [96] dis-

cusses the integration of power to hydrogen and heat with seasonal hydrogen storage in a system

with very high renewable energy penetration. The flexibility of the hydrogen system is used to

cover generation-load uncertainties and N-1 contingency of crucial devices. The flexibility of

hydrogen can also be used for profit maximisation in the day-ahead electricity market. This

concept is presented by Miljan et. al. [97], who propose day-ahead electricity market participa-

tion of a large-scale battery storage system and electrolyser while simulating market clearing in

a bilevel model. The paper analysed profits and utilisation for different sets of installed power

capacities of devices. Most of the above-mentioned literature focuses on the local production

of hydrogen since transportation and procurement of hydrogen have still not been adequately

solved. Some of the prominent solutions suggest using the natural gas grid for hydrogen trans-

portation [98]. With this transportation solution, the hydrogen market could be made to follow

natural gas market mechanisms. Pavic et. al. [99] consider a multi-market environment where

natural gas, electricity and hydrogen can be procured, while also providing ancillary services

for the system operator in the form of automatic frequency restoration reserve. The proposed
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system is comprised of hydrogen technologies, renewable energy sources and a battery storage

system. With this or similar changes, hydrogen could improve economically and become much

more interesting for investors.
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Chapter 4

Optimisation modelling

To showcase the ideas presented in this thesis we have utilised methods from operational re-

search discipline. This discipline combines techniques from different fields of mathematical

sciences such as modelling, statistics, and optimization. Operational research is conceived as

an analytic method to improve the decision-making process. The sub-discipline of operational

research that was used, combines mathematical modelling in combination with optimisation

where the model is solved to reach the global optimum for the given objective function and

corresponding constraints. There are a lot of sub-fields of optimisation based on the modelling

complexity, requirements and data availability of the given problem. Our models fall into the

sphere of convex programming where the objective function is either convex or concave for

minimisation or maximisation respectively over a convex set of constraints. Types of convex

programming are but are not limited to:

• Linear programming (LP)

• Second-order cone programming (SOCP)

• Semidefinite programming (SDP)

• Conic programming

• Geometric programming

Our specific model belongs to a subgroup of linear programs called Mixed-integer linear

programs. Two of the models belong to two other subgroups of linear programs that are de-

signed to deal with uncertain parameters called: Two-stage stochastic and robust optimisation

mixed-integer linear programs.

4.1 Mixed Integer Linear Programming

From the historical perspective, many people have tried to efficiently solve this type of prob-

lem like Jean-Baptiste Joseph Fourier in 1827, Leonid Kantorovich in 1939 and Frank Lauren

Hitchcock in 1941. The most notable breakthrough came with George B. Dantzig who, in
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1947, developed a general linear programming formulation and invented the simplex method

that could solve these problems in almost all cases. The computational time for this algorithm

was proved to be in polynomial time. Another notable solver technique came with Narendra

Karmarkar in 1984 who introduced the Interior-point method. In modern solvers, these meth-

ods were improved upon with many different techniques to accelerate the time needed to solve

these problems. Mixed-integer linear programs are solved with above mention techniques with

the addition of a branch and bound (branch and cut) technique. This method breaks the main

problem into sub-problems that form a root tree which is searched for optimal solution while

discarding those that do not produce better solution than the current best. Although linear op-

timisation is solved in polynomial time, the addition of branch and bound methods makes the

problem NP-hard (non-deterministic polynomial-time hardness). They are harder to solve, but

they greatly improve the possibility of modelling.

Linear optimisation models mandate that all constraints and objective functions are lin-

ear i.e. there are no multiplications of any two variables and that all variables are continuous

non-negative. Their main strengths are being easier to solve than more complex models, as

mentioned above. Additionally, they are exact models that are always guaranteed to reach the

global optimum of any given problem. Their flaws are that more complex problems are not able

to be written in this form or that they require major assumptions which deviate the problem so-

lution from the proper solution. The standard form of a linear model in matrix form is shown in

expressions (4.1)-(4.3), where x is a variable matrix and C, A and b are objective function, left-

hand side and right-hand side matrices respectively. The objective function (4.1) is subjected to

a set of (4.2) while all variables are continuous and non-negative (4.3).

max CT x (4.1)

s.t. A x ≤ b (4.2)

x ≥ 0, x ∈ X (4.3)

Linear models are expanded into mixed integer linear models when one or more variables

are not continuous but are rather an integer number i.e. takes the value of the whole number

x ∈ {0,1,2,3,4, ...}. A special subset of integer variables are binary variables that must always

take on the following two values x ∈ {0,1}. These are the most used type of integer variables

as they can adequately model different states of certain processes.
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4.2 Two-Stage Stochastic Model

This subsection describes the models used when some of the parameters are uncertain or are

not exactly known. Uncertain parameters are usually predicted using techniques from statistical

analysis. The analysis will usually provide a distribution function for an uncertain parameter

which is then discretized based on their probability of occurrence to create uncertain scenarios

which can be used in optimisation. The sum of all probabilities of occurrence must be equal to 1

(100%). Each scenario represents the possible realization of an uncertain parameter. Two-stage

stochastic model will then take into account all scenarios to solve the model. The model is made

of two stages. In the first-stage, the decision must be made before the realisation of uncertainty

and in the second-stage, we optimize the behaviour after the realisation of uncertainty. The

model recognises the first-stage variables (here-and-now) and the second-stage variables (wait-

and-see). The results of first-stage variables must be the same for each scenario while taking into

account possible realizations of all scenarios. The second-stage variables are scenario-specific

and are calculated separately based on the results of first-stage variables and the realization of

stochastic parameters. Every second-stage variable that contributes to the objective function is

multiplied by the probability of occurrence of the scenario that it is defined for. When compared

with the deterministic model, this model will have N times more variables, that are recognised

as second-stage, where N is the number of scenarios. Additionally, every constraint must be

written for each uncertain scenario unless it only contains first-stage variables and no stochastic

scenarios. This will multiply the number of constraints by N where N is a number of scenarios.

For this reason, two-stage stochastic models can be computationally much harder to solve, es-

pecially if a large number of scenarios are used. The standard form for this model is very similar

to the one shown in section 4.1 with additions mentioned in this section. The standard model is

shown in (4.4)-(4.7), where x denotes first-stage variables, yω denotes second-stage variables,

C, Q, T, W and H denotes parameter matrices and λω probability of occurrence. Equation (4.5)

shows constraints that do not have any second-stage variable or stochastic scenario and are thus

written only once. On the other hand, equation (4.6) shows constraints that must be repeated

for every stochastic scenario. The results of the objective function represent expected results,

based on all scenarios, while the real result will depend on the actual realization of uncertain

parameter. This kind of model is by its nature risk-averse because it does not take into account

any of the user’s preferences (e.g. willingness to take an option with lower possibility but higher

profit potential). Please take into account that such behaviour of modelling is possible but is out

of the scope of this research. The flaw of these models, apart from computational time, is they

are very dependent on the quality of uncertain parameter prediction and can yield bad results if

the actual realization of uncertain parameters is not accounted for.

min CT x+ ∑
ω∈Ω

QT
ω yω λω (4.4)
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A x = b (4.5)

Tω x+Wω yω = Hω , ∀ω ∈ Ω (4.6)

x ∈ X , yω ∈ Y, ∀ω ∈ Ω (4.7)

4.3 Robust Optimisation Model

Robust optimisation is another model that deals with uncertain parameters. It also requires

that uncertain parameter is predicted using some other technique. An uncertain parameter,

known as a robust set, is modelled as a deviation of the parameter for its reference value in

both directions, usually symmetrically. An example of the robust set is shown in (4.8) where

u is the uncertain parameter, ure f the reference value and ∆ deviation from the reference value.

The uncertain parameter can take any value in this interval. Unlike the model from section

4.2, the robust model does not consider any probability of occurrence but rather considers that

every realization of the robust set has the same probability. The robust optimisation model will

solve the problem based on the worst possible realization of uncertain parameters while being

feasible on the whole interval. The standard model is shown in the matrix form in equations

(4.9)-(4.11), where x denotes variables, u denotes robust set and A and B matrices parameters

of the model. As it is seen in the objective function (4.9), the variables x are minimised for

the maximum (worst-case) value of u. Since this model in its nature considered as a worst-case

scenario, it can be considered quite conservative with results. It can skew the results too much

towards the worst-case so the results can be much worse in case of different realisations. The

model is usually better suited for complex technical systems where worst-case scenarios can

lead to system failure. To reduce the conservativeness of the results we introduce the budget

of uncertainty (4.12), where "Γ" denotes the defined budget of uncertainty. The budget of

uncertainty sets the amount of deviation that is allowed for the whole robust set. The value of

the uncertainty budget is between 0% and 100%, where 0% means that no deviation is allowed

so the robust set will take on reference value and 100% means that the robust set will take on

worst-case value. For values in between robust set will have worst-case results for the allowed

deviation.

u ∈ [ure f −∆,ure f +∆] (4.8)

min
x∈X

max
u∈U

uT x (4.9)

A x = B (4.10)

x ≥ 0, x ∈ X (4.11)
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∑
u∈U

|u−ure f |
∆

≤ Γ (4.12)

In this form, the model cannot be solved using conventional solvers. The duality theorem

needs to be used to linearise this problem. The duality theorem states that any optimisation

problem can be viewed from a primal and dual perspective. If the primal problem is minimi-

sation then the dual problem should be maximisation. The strong duality theorem states that if

the primal problem has a feasible solution then the dual problem must have a feasible solution,

and both results of the objective functions should be identical. In our case, if we change the

inner maximisation problem to its dual problem maximisation will be changed to minimisation

which then changes the min-max problem to just minimisation. Since variables in the inner

maximisation problem are only the robust set meaning that only constraints with them should

be transformed. This also solves the multiplication of x and u variables from the original objec-

tive function. The inner maximisation problem contains only non-negative continuous variables

meaning that dual transformation is trivial to perform using a primal-dual transformation table.

Absolute value from uncertainty budget constraint (4.12) is transformed into constraints (4.13)-

(4.15). The dual formulation of this problem is shown in (4.16)-(4.18), where λ 1 −λ 5 denotes

new variables in the dual formulation. As it can be seen from given constraints all multiplication

of variables is removed making the model linear. This dual model is then integrated with the

outer minimisation part of the model adding the rest of the objective function and constraints in

their original form.

u−ure f

∆
≤ γk, ∀u ∈U (4.13)

−u−ure f

∆
≤ γk, ∀u ∈U (4.14)

∑
u∈U

γk ≤ Γ (4.15)

minΓ λ
5 + ∑

u∈U
(ure f +∆)λ 1 − ∑

u∈U
(ure f −∆)λ 2 + ∑

u∈U
ure f (λ

3 −λ
4) (4.16)

λ
1 −λ

2 +λ
3 −λ

4 ≥ x, ∀u ∈U (4.17)

−∆λ
3 −∆λ

4 +λ
5 ≥ 0, ∀u ∈U (4.18)

4.4 Indicator Constraint Linearisation

Indicator constraints are special types of constraints that are implemented in certain solvers like

Gurobi [100]. These are if-then constraints shown in (4.19), where if the state of binary variable
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(x) is true then constraints on the right must be enforced and if x is not true then the constraint is

neglected from the model. The mathematical model of this constraint is shown in (4.20) which

is not linear because it contains a multiplication of continuous and binary variables. Their

linear form is written using big M, where M is a big enough number that must be determined

by the user’s upper/lower limit that the user knows will never be surpassed (for all intents and

purposes M should impersonate +/- infinity). When there is inequality on the right-hand side the

expression goes as follows 4.21. In the case of equality constraint on the right side (4.22), the

linearised formulation is created with two opposite inequality constraints in (4.23) and (4.24).

x = 1 → Ay ≤ B (4.19)

A y x ≤ B (4.20)

A · y ≤ B+M(1− x) (4.21)

x = 1 → A y = B (4.22)

A y ≤ B+M(1− x) (4.23)

A y ≥ B−M(1− x) (4.24)
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Chapter 5

Main Scientific Contributions

The main scientific contributions of this thesis are separated into two parts. Both contributions

deal with energy-intensive industrial prosumers in the green energy transition. The first part

deals with the modelling of process scheduling demand response and integration in the energy

market. The second part covers the reduction of greenhouse gas emissions and carbon footprint

for industrial prosumers. Decarbonisation is conducted through various different techniques,

such as the integration of renewable energy sources, the introduction of hydrogen technologies

as a substitute for fossil fuels and the utilization of local flexibility for better management of

electricity.

5.1 Demand response and energy market modelling of multi-

energy industrial consumer

With the changes in the power system, end-users are placed at the forefront. Traditionally

passive participants can now participate in several different programs to provide services to sys-

tem operators or better manage their energy consumption. There are also incentives for local

green electricity production. Industrial facilities are energy-intensive energy consumers and as

individuals have a higher impact on the power system. They can actively participate in the

electricity market, though it can lead to penalties if they deviate from their planned consump-

tion/production pattern. To circumnavigate these penalties and better adjust to market condi-

tions they can utilise internal flexibility. Flexibility can be gained from multiple sources. Indus-

trial facilities are considered multi-energy systems, which means that they operate with multiple

energy vectors simultaneously. These energy vectors can interact with each other by transform-

ing from one to another or storing them to be used later. Switching from one energy vector to

another can be beneficial if the cost of one is high. Multi-energy industrial prosumer model

operating under uncertain day-ahead market conditions is presented in [P4]. It also pays prices

based on secondary regulation prices for deviating from its planned consumption/production.
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The market model is set as a two-stage stochastic model with uncertain electricity prices. The

model is improved in [P1] with the introduction of demand response. The demand response is

a program where the users can change their consumption patterns based on direct incentives or

on outside signals. The production process chain of the industrial prosumer is modelled as a

price-responsive demand response. The industrial prosumer must produce the desired amount

of the end product but it can shift production throughout the optimisation horizon. The model is

created as both a two-stage stochastic and a robust model. The robust model was deemed better

both from the result and computational perspective. The analysis showed that the demand re-

sponse had a bigger impact than multi-energy although its impact should not be neglected. The

active market participation and utilization of different flexibility options yielded better results

than the passive business-as-usual approach.

5.2 Decarbonisation Model of Multi-Energy Industrial Pro-

sumer

In order to mitigate the negative effects of climate change a lot of effort is placed on emissions

reduction on all levels in the power system. End-users are also part of this transition usually em-

ploying local renewable energy systems and decarbonising their heating. Industrial prosumers

are special types of end-users that need to buy emissions allowances for emissions that they

produce directly, making it a good incentive to lower them. Additionally, there are indirect

emissions produced by buying electricity from the market. As mentioned before, renewable

energy sources are a good way to lower emissions as they produce clean electricity. Their

major flaw is intermittent nature and unpredictable production making it difficult to adhere to

its planned consumption curve in order to bypass imbalance penalties. Internal flexibility can

be very helpful in balancing the system as is explained in the previous section 5.1. Another

decarbonisation technique is to replace locally consumed fossil fuels. Hydrogen as an energy

vector, has been proven as a promising replacement. It can be produced using excess electricity

production or consumed for electricity and heat production when needed. It also functions as a

short or medium-term energy storage. Since it can manipulate deficit and surplus electricity it

provides additional flexibility for balancing the industrial system. Possibilities of hydrogen as

an energy vector are showcased in [P3] and [P5] and compared with different concept systems,

gas-based traditional systems and fully electrified systems. From a purely economic perspec-

tive, hydrogen was shown as the worst option but it showed great promise from the flexibility

and emission reduction. Emissions from the industrial system are separated into direct and indi-

rect. Direct emissions are produced locally in the industrial facility, while indirect emissions are

the result of electricity production in the power system that the facility has imported. Although

industrial facilities are not directly responsible for indirect emissions it counts towards their
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overall carbon footprint and global emissions. It is important to also include these emissions

so that local emissions are not only transferred to indirect emissions. The hydrogen system is

integrated into industrial prosumer alongside photovoltaic system [P2]. Hydrogen technologies

include electrolyser for hydrogen production, hydrogen storage and fuel cell for electricity and

heat production. On baseline carbon footprint reduction of hydrogen-based industrial plants is

around 40% with the possibility of almost completely reducing its carbon footprint. Meaning

that this type of system is flexible enough so that it can operate almost independently from the

rest of the system. Local emissions are completely removed which has a positive impact on

the health of workers and the local populace. Industrial facility is however economically driven

meaning that its behaviour will largely depend on it. The sensitivity analysis of current, past and

future price trends of electricity and gas was conducted. The hydrogen-based system performed

worse in more cases than the gas-based system. Although worse large price changes affect its

total costs much less, meaning it can easily adapt to different price sets. It is important to note

that the system in which the new hydrogen technologies from the literature are added has lower

costs on average. This means that with the progress of technology and depending on future

price trends hydrogen-based industrial facilities show significant potential to become leading

technology. It is worth noting that the emissions prices will likely change in the future which

can help hydrogen-based industrial facilities to become more profitable. Also, it is expected

that the specific emissions for electricity production will decrease as the whole power system is

being decarbonised.
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Chapter 6

List of Publications

Relevant publications that cover the main contributions of this paper are shown in this chap-

ter. They cover the modelling of industrial prosumers considering demand response process

scheduling, multi-energy aspect and the uncertain nature of the energy market. Other main top-

ics cover decarbonisation techniques mainly achieved by utilizing hydrogen technologies as a

replacement for traditional fossil fuels. Other papers that are not mentioned in this chapter are

loosely based on this topic and can be found under the author’s biography. Papers from the

domestic conferences are also omitted.

6.1 Journal Papers

6.1.1 Published

[P1] M. Kostelac, I. Pavić, N. Zhang, T. Capuder, "Uncertainty modelling of an industry fa-

cility as a multi-energy demand response provider," Applied Energy, Volume 307, 2022,

118215, ISSN 0306-2619, doi: 10.1016/j.apenergy.2021.118215

[P2] M. Kostelac, I. Pavić, T. Capuder, "Economic and environmental valuation of green hy-

drogen decarbonisation process for price responsive multi-energy industry prosumer,"

Applied Energy, Volume 347, 2023, 121484, ISSN 0306-2619,

doi: 10.1016/j.apenergy.2023.121484

[P3] M. Kostelac, L. Herenčić, and T. Capuder, “Planning and Operational Aspects of Individ-

ual and Clustered Multi-Energy Microgrid Options,” Energies, vol. 15, no. 4, p. 1317,

Feb. 2022, doi: 10.3390/en15041317
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List of Publications

6.2 International Conference Papers

6.2.1 Presented and Published

[P4] M. Kostelac, I. Pavić and T. Capuder, "Mathematical model of flexible multi-energy in-

dustrial prosumer under uncertainty," 2020 International Conference on Smart Energy

Systems and Technologies (SEST), Istanbul, Turkey, 2020, pp. 1-6,

doi: 10.1109/SEST48500.2020.9203240

[P5] M. Kostelac, L. Herenčić and T. Capuder, "Optimal Cooperative Scheduling of Multi-

Energy Microgrids Under Uncertainty," 2021 International Conference on Smart Energy

Systems and Technologies (SEST), Vaasa, Finland, 2021, pp. 1-6,

doi: 10.1109/SEST50973.2021.9543123

6.3 National Conference Papers

6.3.1 Presented and Published

[P6] M. Kostelac, I. Pavić, T. Capuder, "Integracija vodikovih tehnologija u višeenergijska

industrijska postrojenja", 15. savjetovanje HRO CIGRE, Šibenik, Hrvatska, 2023. str.

1-10 (predavanje, domaća recenzija, cjeloviti rad (in extenso), znanstveni)
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Chapter 7

Author’s Contribution to the Publications

The contributions of the thesis have been accomplished between 2020 and 2023 at the Univer-

sity of Zagreb Faculty of Electrical Engineering and Computing, Unska 3, HR-10000 Zagreb,

Croatia. The research was conducted while working on the following projects:

• Project Innovative Modelling and Laboratory Tested Solutions for Next Generation of

Distribution Networks (IMAGINE), co-funded by the Croatian Science Foundation (HRZZ)

and Croatian Distribution System Operator (HEP-Operator distribucijskog sustava d.o.o.)

under grant agreement PAR-2018

• Project Connected Stationary Battery Energy Storage (USBSE), funded by the European

Union through the European Regional Development Fund Operational Programme Com-

petitiveness and Cohesion 2014-2020 of the Republic of Croatia under project under grant

agreement KK.01.1.1.04.0034

The main contribution in every paper from the list presented in Chapter 6 is given below:

[P1] In the published journal paper "Uncertainty modelling of an industry facility as a multi-
energy demand response provider": literature review, definition and implementation

of two-stage stochastic and robust model based on a price-responsive demand response

and market participation of multi-energy industrial prosumer, comparison with passive

business-as-usual model.

[P2] In the published journal paper "Economic and environmental valuation of green hy-
drogen decarbonisation process for price responsive multi-energy industry prosumer":

literature review, defining and formulating a mathematical and optimisation hydrogen-

based industry facility layout model, emission and sensitivity analysis compared to classic

gas-based system.

[P3] In the published journal paper "Planning and Operational Aspects of Individual and
Clustered Multi-Energy Microgrid Options": literature review, modeling and the anal-

ysis of hydrogen technologies for purposes of emissions reduction in different setups in

the microgrid sub-systems.
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[P4] item In the published paper presented in the international conference "Mathematical
model of flexible multi-energy industrial prosumer under uncertainty": literature re-

view, two-stage stochastic model of multi-energy industrial prosumer operating on a day-

ahead electricity and gas market.

[P5] item In the published paper presented in the international conference "Optimal Coop-
erative Scheduling of Multi-Energy Microgrids Under Uncertainty": literature review,

possibilities of hydrogen technologies for electricity and heat production as a decarbnosi-

ation option.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion of the Thesis

The thesis is centred around industrial facilities focusing on their role in the green energy tran-

sition. Traditionally end-users were passive participants in the power system. With the change

in paradigm, they are incentivised to start participating in different programs and in turn, lower

their costs. Production cost in the industrial facility is highly correlated with energy costs mean-

ing that its reduction will make the product more competitive on the global market. Industrial

facilities have high flexibility potential and as such have the ability to participate in various pro-

grams. Price-responsive demand response can be utilized to schedule the production process

of the industrial plant i.e. consumption of various consumption sectors based on the outside

price signals from the electricity market. Likewise, they are usually comprised of multiple en-

ergy vectors that can satisfy different consumption. The idea of a multi-energy system is that

different energy vectors can be used to satisfy certain consumption of industrial facilities (e.g.

electricity and gas can be used to produce required heating). Flexibility from both of these

concepts can be used to balance the unpredictable production from renewable energy sources

and to adjust to uncertain electricity market prices. The results of the stochastic optimisation

showcased that industrial facilities are able to participate in an uncertain electricity market. It

has enough flexibility so it can mitigate the negative effects of not knowing the exact prices.

In efforts to mitigate the negative effects of climate change, the European Union has placed a

lot of policies to decarbonise the power system. Industrial facilities are large energy consumers

and as such produce large amounts of emissions either directly or indirectly. Furthermore, they

need to buy emission allowances adding additional costs to the facility. Mitigating emissions

will provide economic benefits to the industrial facility while addressing the need to stop climate

change. Local emissions can be mitigated by switching traditionally used fossil fuels with hy-

drogen in combination with renewable energy sources. Hydrogen can be produced using excess

electricity or consumed to produce electricity and heat. It can also be stored in seasonal storage
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for future use. Indirect emissions can be mitigated by lowering the need for electricity import

making the industrial facility mostly sustainable. Analysis showcased that this type of indus-

trial facility can almost completely reduce its carbon footprint. On the other hand, economic

sensitivity analysis was less in favour of hydrogen-based facilities, while newer technologies

had better results. Although their performance was not the best it had much smaller oscillations

meaning that is much less dependent on the market prices. This means that hydrogen technolo-

gies still have room for improvement and will become even better with better technologies and

higher commercialisation.

8.2 Future Work

The future work that the author thinks would help decarbonised industrial facilities to lower

their energy costs is to participate in different markets. Futures market contracts can mitigate

the risk from the price volatility on the day-ahead market. They are more reflective of the

traditional industrial system operation providing better incentives for them to slowly enter the

market environment. On the futures market, you enter a short/long position with someone else

agreeing to buy/sell a set amount of electricity on a day-ahead market. Day-ahead price is

then settled between participants to match the futures price. Intra-day electricity market trading

could also be integrated especially if photovoltaic uncertainty is to be considered in the model.

Since the uncertainty of photovoltaic production was neglected, industrial plants were always

able to follow their consumption curve so it was never had to pay imbalance settlements. With

the photovoltaic uncertainty intra-day market would be a good way for industrial plants to fix

their consumption curve. The demand response in this thesis was price-based so for future work

it would be interesting to have some sort of incentive-based demand response or a combination

of both. The implementation of incentive-based demand response would depend on the scheme,

whether it was directly from the system operator, from the aggregator or some similar entity. It

could also provide ancillary services, probably manual frequency restoration reserve. Providing

upwards or downwards capacity and activation of that capacity could also be analysed. I would

require thorough analysis to determine viability of each specific industrial facility to participate

in ancillary services. All of this market participation is proposed because the decarbonised

industrial facility has a lot of flexibility. The longer-term analysis would also be beneficial to

better capture the usefulness of hydrogen storage, as it is more suitable for that application.

It would also analyse the behaviour in different seasons as some parameters are dependent on

it like electricity price and photovoltaic production. A more detailed model for electrolyser

and fuel cell would also be beneficial. The analysis includes the emission market to find the

breaking point of emission price where the industrial facility is incentivised to severely change

its behaviour.
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DR Demand response
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MILP Mixed-integer linear programming

PV Photovoltaic

RES Renewable energy sources
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[P2] M. Kostelac, I. Pavić, T. Capuder, "Economic and environmental valuation of green hy-

drogen decarbonisation process for price responsive multi-energy industry prosumer,"

Applied Energy, Volume 347, 2023, 121484, ISSN 0306-2619,

doi: 10.1016/j.apenergy.2023.121484
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A B S T R A C T

While the latest European energy regulations emphasise the active power system participation of the household
level end-users, the large industrial facilities are still not fully exploiting all the market opportunities to
decrease their costs and become more competitive. Significant cost reduction can be achieved by offering
flexibility services in the electricity market. This is especially valid in the case when the industrial consumers
are multi-energy hubs where shifting and optimising usage of input energy vectors creates additional
opportunities. Research gaps were identified and a price responsive demand response model for a multi-energy
industry facility under uncertainty was developed. The uncertainty aspects are modelled both by the robust
optimisation and by the two-stage stochastic optimisation. Additionally, we develop a linear energy flow-based
model of an industrial steam system which better encompasses losses and makes the model more realistic.
The model is validated on a real-world case of a multi-energy industry facility and the results indicate that
cost savings of up to 18 % can be achieved compared to the passive and deterministic, mass flow-based
business-as-usual behaviour.

1. Introduction

Industrial plants are complex systems comprised of multiple inter-
connected processes and devices. They usually incorporate multiple
energy vectors and local electricity and heat production. Since they are
energy-intensive, energy costs take a major part in their overall produc-
tion expenditures. Thus, proper energy consumption management can
lead to an increase in profit and to a more competitive product. Industry
in EU accounts for around 25% of total electricity consumption [1] and
large industrial consumers can have rated power in the order of tens of
megawatts for both electricity and heat [2].

In recent years the power system experienced major changes, from
high penetration of renewable sources to liberalisation of electricity
markets. Nowadays, there are multiple ways of buying electricity from
intermediate power suppliers to directly competing on the power ex-
change. The most relevant organised energy market is the day-ahead
market (DAM) where producers and consumers place bids and offer
ahead of delivery time. After the gate closure, the bids and offers
are processed and the volumes and prices are publicly announced.
The participants must obey those schedules in real-time. In EU mar-
kets, all deviations which occur in real-time are subject to imbalance
prices [3,4], reducing the profit of the participant [5,6]. The electricity
prices on DAM are unknown before the market-clearing, meaning they

∗ Corresponding author.
E-mail address: matija.kostelac@fer.hr (M. Kostelac).

need to be considered as an uncertain parameter. There are different
techniques for modelling and dealing with uncertainty. For a more
detailed overview of electricity markets, we refer to [7] and for a
concrete market structure explanation of our reference market used
in this paper we refer to [8]. Further on, for market participation
overview of renewable and distributed energy resources, we refer
to [9], while ENTSO-E market report [10] provides a good insight in
the development of electricity markets and coupling between balancing
and energy markets across Europe. Large industrial prosumers with
the capacity of several tens of MWs can settle their electricity needs
directly on the DAM. When planning their operation in response to
the electricity market price changes, they become exposed to multiple
uncertainties which, if not dealt adequately, can reflect negatively on
the end-product costs.

Demand response (DR) is defined as a change in the electricity
consumption pattern of the end-user in response to some signal (com-
pared to the no-response pattern) [11,12]. Benefits for the end-users
are usually in form of incentive payments or discounts. System op-
erator benefits from DR by having an additional source for energy
balancing [13]. Overall DR has been proven as a valuable asset in de-
carbonisation of energy system as discussed by authors in [14], where

https://doi.org/10.1016/j.apenergy.2021.118215
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Nomenclature

𝛼p, t Number of time process p has started up to
time t

𝛽p, t Electrical load of process p at the time t
𝜒 Gas bid on day ahead market
𝛥𝐶𝑒𝑙𝑡 Electricity price variance in hour t
𝛿p, t Heating load of process p at the time t
𝜖b, t Indicate whether the boiler b operate at

time t
𝜂𝐸𝑒 Efficiency of electric motor e
𝜂𝐺𝑔 Efficiency of gas motor g
𝜂𝑁𝑛 Efficiency of turbine n
𝜂𝑉𝑣 Efficiency of valve v
𝜂𝑔𝑒𝑛𝑛 Efficiency of generator connected to tur-

bine n
𝛤 Uncertainty budget
𝛾p, t Motor load of process p at the time t
𝜄p, t Indicate whether the process p is inter-

rupted at the time t
𝜁b, t Indicate whether the boiler b is in warm

state at time t
𝜆 Dual variables in robust optimisation
𝜇p, t Amount of materials inside process p at the

time t
𝜈b, t Indicate whether the boiler b started from

cold state at time t
𝜔p, t Number of time process p has ended up to

time t
𝜇p, t Material that entered process p at the time

t
𝜙v, t Indicate whether the valve v operate at

time t
𝜆 Dual variables in robust optimisation
𝜇p, t Amount of materials inside process p at the

time t
𝜅b, t Indicate whether the boiler b started from

warm state at time t
𝛼p, t Number of time process p has started up to

time t
𝜇p, t Material that entered process p at the time

t
𝜙v, t Indicate whether the valve v operate at

time t
𝜋𝑡 Electricity bid on day ahead market at time

t
𝛹,𝜓 Set and index for each stochastic scenario
𝜌n, t Indicate whether the turbine n operate at

time t
𝜎i, t Storage of initial material i at the time t
𝜏r, t Storage of intermediate material r at the

time t
𝜃b, t Indicate whether the boiler b is in cold state

at time t
𝜇

p, t
Material that left process p at the time t

𝜐f, t Storage of final product f at the time t

they analyse role and value of DR in large-scale 100% renewable power
system. Industrial plants are suitable for DR provision due to their high
energy needs leading to potentially significant DR capacities. Ideally,

𝜉𝜓 Probability of scenario 𝜓
𝜁b, t Indicate whether the boiler b is in warm

state at time t
𝑎e, t Output power of electric motor e at the

time t
𝐵, 𝑏 Set and index for each boiler
𝐵𝑐𝑑𝑡𝑏 Time needed for boiler b to cool down
𝐵𝑐𝑠𝑏 Additional gas needed to star boiler b from

cold state
𝐵𝑘𝑏 , 𝐵

𝑙
𝑏 Slope and y-intercept for gas-to-heat con-

version of boiler b
𝐵𝑤𝑠𝑏 Additional gas needed to star boiler b from

warm state
𝐶𝑒𝑙𝑡 Price of electricity in hour t
𝐶𝑔𝑎𝑠 Price of gas
𝑑g, t Output power of gas motor g at the time t
𝐸, 𝑒 Set and index for each electric motor
𝐹 , 𝑓 Set and index for each final product
𝐺, 𝑔 Set and index for each gas motor
ℎb, t Gas input of boiler b at the time t
𝐻𝑡𝑃𝑛 Heat to power ratio of turbine n
𝐼, 𝑖 Set and index for each intermediate mate-

rial
𝐼𝑃−𝐸𝑒,𝑝 Process-electric motor coefficient matrix
𝐼𝑃−𝐺𝑔,𝑝 Process-gas motor coefficient matrix
𝐼𝑃𝐼−𝐹f, p Process input-final material coefficient ma-

trix
𝐼𝑃𝐼−𝐼r, p Process input-intermediate material coeffi-

cient matrix
𝐼𝑃𝐼−𝑅i, p Process input-raw material coefficient ma-

trix
𝐼𝑃𝑂−𝐹f, p Process output-final material coefficient

matrix
𝐼𝑃𝑂−𝐼r, p Process output-intermediate material coef-

ficient matrix
𝐼𝑃𝑂−𝑅i, p Process output-raw material coefficient ma-

trix
𝐼𝑆−𝐵𝑏,𝑠 Pressure level-boiler coefficient matrix
𝐼𝑆−𝑁𝑛,𝑠 Pressure level-turbine coefficient matrix
𝐼𝑆−𝑃𝑝,𝑠 Pressure level-process coefficient matrix
𝐼𝑆−𝑉𝑣,𝑠 Pressure level-valve coefficient matrix
𝑘n, t Input power of turbine n at the time t
𝑁, 𝑛 Set and index for each turbine
𝑜b, t Output power of boiler b at the time t
𝑃 , 𝑝 Set and index for each process
𝑃 I, max
𝑝 Maximum input of a process
𝑃 I, min
𝑝 Minimum input of a process
𝑃 𝑙p Length of process i
𝑃𝐷𝑙p Length of interruption of process i
𝑃𝐸𝑙,𝑘p , 𝑃𝐸𝑙,𝑙p Slope and y-intercept for electric load of

process p
𝑅, 𝑟 Set and index for each raw material
𝑆, 𝑠 Set and index for each steam pressure level
𝑆𝐹 ,𝑚𝑎𝑥𝑓 Maximum storage of final product f
𝑆𝐹 ,𝑚𝑖𝑛𝑓 Minimum storage of final product f

the industry would provide DR services without incurring losses in pro-
duction [15]. This paper will focus on the price-responsive DR, which
adjusts its consumption based on predicted market prices. Multi-energy
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𝑆𝑓,𝑔𝑜𝑎𝑙𝑓 Amount of final product f needed
𝑆𝐼,𝑚𝑎𝑥𝑖 Maximum storage of intermediate material

i
𝑆𝐼,𝑚𝑖𝑛𝑖 Minimum storage of intermediate material

i
𝑆𝐼,0𝑖 Initial storage state of intermediate mate-

rial i
𝑆𝑅,𝑚𝑎𝑥𝑟 Maximum storage of raw material r
𝑆𝑅,𝑚𝑖𝑛𝑟 Minimum storage of raw material r
𝑇 , 𝑡 Set and index for each time step
𝑢g, t Indicate whether the gas motor g operate

at time t
𝑉 , 𝑣 Set and index for each valve
𝑥p, t Indicate whether the process p operate at

time t
𝑦e, t Indicate whether the electric motor e

operate at time t

flexibility can be used to lessen production losses while providing DR
services by switching between different energy vectors [16].

In this paper, we developed models for the operation of the in-
dustrial facility with integrated price-responsive demand response and
cast them both as two-stage stochastic and robust mixed-integer linear
programs (MILP) to deal with uncertainty.

1.1. Relevant literature

In the relevant literature review, we identified several research
gaps. First, to the authors’ knowledge, all papers dealing with linear
models of steam/heat industry facilities rely on the mass flow modelling
approach. These models are easy to implement, however they neglect
the process losses and result in unrealistic operational states which
lead to penalties. Refs. [17–20] fall into this category as they present
different MILP optimisation approaches to modelling industrial steam
and the power system interaction. In [17] only the steam part of
the system is considered. The authors use four different optimisation
types (objective functions) such as fuel minimisation and electricity
production maximisation. Ref. [18] proposes a simple optimisation
model of a steam plant only considering one point in time. The results
are compared with a real operation state of a certain petrochemical
plant. In [19] optimisation of the CHP plant is presented. It is based
on the maximisation of the profit from selling electricity and heat. A
CHP model is presented in [20] where the mass flow model is used
in optimisation, however with constant enthalpy. The second class of
modelling approaches belong to the mixed-integer nonlinear program-
ming (MINLP) class which are more accurate in terms of capturing the
complexity in models, but also yield higher computational time and\or
do not guarantee global optimum.

In [21,22] the emphasis is on detailed modelling of multiple extrac-
tion steam turbines. However, there is no interaction with the market
or analysis of savings due to flexibility provision. A way of dealing with
bilinear turbine constraints by fixing certain variables as parameters is
shown in [23]. Parameters are fixed using an iterative approach where
after every optimisation, simulation is used for parameter adjusting
until model convergence is achieved. Unlike the above work, this paper
proposes a detailed linear model of gas boilers and heat recovery
steam generators, modelling them with start-up costs, minimum uptime
and downtime, different efficiency regions and different fuels. The
model keeps the simplicity and low computational time characteristic
for MILP, while still accounting for losses. Details are elaborated in
Section 2.2.

The second gap identified is the absence of adequate modelling
of the industry facilities responding to market signals. In literature
where this is analysed, the uncertainties in the process or market
participation are completely neglected. To the authors’ knowledge, only
a few papers are dealing with this topic like [20,24,25]. The authors
of [20] use a bit simpler process formulation for load scheduling from
the work in [24] and ours. The goal of their model is to achieve more
efficient optimisation of CHP operation through the process scheduling.
The paper does not use any form of dynamic electricity pricing, but
a single price of electricity for the entire optimisation horizon. The
second paper [24] presents the formulation for load control of batch
processes. Their optimisation goal is profit maximisation from the
production of the final product and they only consider electricity as
an expenditure. Their electricity pricing is deterministic and based
on different smart pricing schemes like time-of-use and peak pricing.
Paper [26] is prior work from the same authors on this subject and
is based on a case study of a real industrial plant. Third mentioned
paper [25] uses multi-objective optimisation method to solve industrial
load scheduling problem. The optimisation is deterministic, considering
time of use electricity price data. The objective is to reduce cost of
electricity while maintaining user satisfaction. Furthermore, there are
other paper showcasing benefits of industrial DR, not solely based on
load scheduling. For example, paper [27] is using adaptive robust opti-
misation for scheduling of multi-energy microgrid considering different
time scales. The uncertainty in their comes from stochastic wind and
solar production, while load shifting and multi-energy flexibility is used
to mitigate this uncertainty. Additionally, in [28] neural network model
of industrial load is trained to estimate the real power consumption
of the load. The forecast is then used to determine the optimal load
voltage profile to minimise energy consumption.

The literature review does not recognise the opportunities offered
by optimal process scheduling and multi-energy flexibility within an
industrial facility operating as a market entity nor does it discuss
modelling for flexible rescheduling of these inner processes.

1.2. Contribution and organisation

The state-of-the art literature only superficially addresses the chal-
lenges of industrial faculty demand response provision and lacks correct
and complete mathematical representations. Furthermore, electricity
price uncertainty is not adequately covered in industrial optimisa-
tion models. Therefore, we propose an innovative modelling approach
which encompasses all those shortcomings where main scientific con-
tributions of this paper are:

• Linear energy-flow model for an industrial steam system which
considers losses and yields a far more accurate energy schedule
compared to the state-of-the-art mass-flow based model described
in the literature.

• Model of a novel price-responsive demand response based on
daily production scheduling of multi-energy industrial prosumer,
which results in additional energy savings for the industry pro-
sumer.

• Formulation of a new two-stage stochastic and robust market-
driven optimisation model of the multi-energy industrial pro-
sumer.

The remaining of the paper is organised as follows. Section 2 pro-
vides concept description of the proposed models. Section 3 provides
mathematical framework of the reference model with market partic-
ipation along with the robust and two-stage stochastic formulations.
Section 4 presents the case study and parameters used in optimisation.
Section 5 elaborates on the results and benefits of optimisation for both
models and compares them to the business as usual approach. Chapter
6 concludes the paper.
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Fig. 1. Generic industrial process scheme.

2. Model description

2.1. Concept of the industrial system

Industrial plants usually consist of multi-stage operations where the
material goes through several transformations/refinements to reach the
final product, e.g. cement production as in [2]. Generic industrial facil-
ity model is shown in Fig. 1. It is based on the scheduling of batch and
continuous processes. Batch units take input material at the beginning
of each batch cycle and give the output product at the end of the cycle,
while in the continuous process the inputs and the outputs are fed
and produced continuously. In terms of mathematical implementation
in optimisation model presented in Section 3, continuous and batch
processes will use same the variables and constraints, but the process
duration of continuous process will always be 1 h (one optimisation
step). The first number on Fig. 1, in the square, is the ordinal number
of the process and the second number indicates the length of the process
in hours. Thus, process 1 is a continuous process and processes 2 and
3 are batch processes. These units are chained together to simulate the
operation of an industrial plant. Two process chains can be identified
in Fig. 1: 1–2 and 1–3. Process units may have different types of loads
that are satisfied using different devices (e.g. heat load is satisfied with
gas boilers).

We consider that the analysed industrial prosumer buys electricity
and gas from their respective day-ahead markets. Prices on the day-
ahead market are unknown beforehand, so the model will have to
deal with this uncertainty. Since they are subject to predictions, they
are prone to errors. The gas price is assumed to be known since its
variability is negligible. Three different models are created. The first
model represents business as usual approach (BaU) and does not em-
ploy demand response or multi-energy flexibility. Its primary purpose is
the comparison with other models and is it made as a robust model for
a better comparison with the robust model. The remaining two models
deal with uncertainty in different ways. These models will be explained
in more detail in chapters 3 and 4. Models are named as follows:

• Robust model without demand response and multi-energy flexi-
bility (BaU)

• Two-stage stochastic model with demand response (SO)
• Robust model with demand response (RO)

2.2. Energy flow

This paper proposes a linear optimisation approach for steam flow
inside an industrial-grade steam system based on a heat energy flow.
Linear optimisation models may be limiting in terms of modelling as
opposed to nonlinear models. However, they are significantly faster
and can reach the global optimum. Usually, when using linear models,
the state-of-the-art literature in the relevant area considers simpli-
fied mass-flow modelling for steam systems modelling [17–20]. This
simplification/approximation has certain pitfalls which can easily be
explained on the example of a simple steam system. Steam is usually
produced on higher or different pressure levels than needed, so it needs

to be reduced to appropriate levels via relief valves or turbines. In
mass-flow models, input and output flow from a turbine is equal and
has either a linear relation for output electricity or an assumption
is made on the constant enthalpy of input and output steam. The
same modelling principle is used for valves but without the electricity
output. Since the above approach does not adequately incorporate
process losses, this paper proposed a new energy-flow based modelling
approach that resolves the above-mentioned issue. The Eq. (2.1) rep-
resents the law of conservation of energy for a turbine, which says
that input energy is equal to the sum of output heating energy (out),
mechanical energy (mh) and losses inside the turbine (loss). Mechanical
energy is defined with heat to power ratio (HtP) and losses with
the efficiency coefficient as shown in (2.2) and (2.3) respectively. By
combining Eqs. (2.1)–(2.3) a heating input–output relation is created as
shown in (2.4). Eq. (2.5) calculates electricity output from a generator
which is the mechanical output multiplied by the generator efficiency.
The valve is a much simpler device so its input–output energy is
calculated using efficiency as shown in (2.6). Operating input–output
variables of a boiler is shown in (2.7). However, a more detailed
model of a boiler will be shown in Section 3.1. Please note that while
the efficiencies are going to be kept constant in our model, they can
be modelled as dependent on operating point with piecewise-linear
approximation or some similar method [29,30].

𝑘𝑖𝑛 = 𝑘𝑜𝑢𝑡 + 𝑘𝑚ℎ + 𝑘𝑙𝑜𝑠𝑠 (2.1)
𝑘𝑚ℎ = 𝑘𝑜𝑢𝑡 ⋅𝐻𝑡𝑃 (2.2)
𝑘𝑙𝑜𝑠𝑠 = 𝑘𝑖𝑛 ⋅ 𝜂𝑁 (2.3)

𝑘𝑜𝑢𝑡 = 𝑘𝑖𝑛 ⋅
1 − 𝜂𝑁

1 +𝐻𝑡𝑃
(2.4)

𝑘𝑒𝑙 = 𝑘𝑚ℎ ⋅ 𝜂𝑔𝑒𝑛 (2.5)
𝑙𝑜𝑢𝑡 = 𝑙𝑖𝑛 ⋅ 𝜂𝑣 (2.6)
ℎ = 𝑜 ⋅ 𝐵𝑘 + 𝐵𝑙 (2.7)

The difference between these two approaches can be seen in Figs. 2
and 3. Fig. 2 shows the energy and the mass flow through a turbine
and Fig. 3 through a valve. Numbers in these figures are normalised
so they are easier to compare. We assume that the demand is fixed
and the same in both modelling cases and we normalise it to 0.5
for both steam pressure levels. The first thing that can be noticed in
these two figures is that there is a difference in gas consumption when
using different devices in energy flow modelling (1.18 in Fig. 2a when
using turbine and 1.17 in Fig. 3a when using a valve). On the other
hand, even though different devices are utilised in the process, the gas
consumption is the same in both cases of mass flow (1.12 both in Fig. 2b
and Fig. 3b). Secondly, it can be seen that electricity production affects
both turbine input and gas consumption in energy flow modelling
(Fig. 2a). Last and probably the most important thing to notice is the
difference in gas consumption of boilers. In the case of mass flow, it
is lower, because losses are neglected and electricity production is not
taken into account. This simple visualisation of modelling differences
clearly shows that mass flow models cannot accurately reflect the real
operational conditions of an industrial facility.

3. Mathematical framework

The described problem is solved as a mixed-integer linear program
(MILP) modelling the market and demand uncertainties. This section
provides a mathematical framework for the concepts explained in
Appendix. Two models are created to compare their effectiveness in
dealing with uncertainty. The first one is a two-stage stochastic optimi-
sation (SO) which uses uncertainty scenarios created from uncertain
data whose probability distribution is known. The second model is
robust optimisation (RO) which deals with uncertainty through robust
sets whose probability distribution does not have to be known. For a
more detailed framework on stochastic modelling the reader is directed



Applied Energy 307 (2022) 118215

5

M. Kostelac et al.

Fig. 2. Energy and mass flow through turbine.

Fig. 3. Energy and mass flow through valve.

to [31,32]. Ref. [33] provides concepts and examples on stochastic
modelling in various electricity markets (DAM, intraday, futures, etc.)
and from a standpoint of different market participants. For a general
framework concerning robust optimisation, we refer to [34,35] and
for a more practical implementation of robust optimisation focusing
on computational attractiveness and modelling power to [36]. The
reference model is created as a base for all three models, RO, SO and
BaU since most of the variables and constraints are shared between
them. The specific formulation of RO, SO and BaU, will be presented
and explained in Sections 3.2–3.4.

3.1. Reference model

To the best of the authors knowledge, only two papers from the
field of modelling industrial plants recognise the benefits of schedul-
ing industrial processes interlinked with energy devices inside of an
industrial plant [20,24]. In all other cases, the demand is presented as a
single cumulative value for the entire facility. This modelling approach
creates additional flexibility options by sifting processes in time, as long
as the quality and quantity of the final product are maintained. In the
proposed model one optimisation step is equal to one hour and the
optimisation horizon is set to 24 h (one day). A detailed demand model
of an industrial plant with process scheduling is described further in
this section.

Variables 𝛼 and 𝜔 denote how many batch cycles have
started/finished during the optimisation. For example, if the duration
of one batch cycle is 3 h and the process is ongoing for 4 h, this means
that the process has finished one batch cycle, 𝜔 = 1, and is 1 h into the
second cycle, 𝛼 = 2. The constraints (3.1) and (3.2) are mathematical
formulation that is keeping track of the amount of process starts/ends.
Materials are taken by the process only at the beginning of the batch
cycle (i.e. 𝛼p, t − 𝛼p, t-1 = 1) and output products are produced at the
end of the batch cycle (i.e. 𝜔p, t − 𝜔p, t-1 = 1). In the optimisation
model, the process outputs are modelled as if they are finalised at the
beginning of step 𝑡+1, although in reality they are finalised at the end
of step 𝑡. Eqs. (3.3) and (3.4) limit minimum and maximum amount
of inputs to process. Variable 𝜇p, t is used for tracking the amount of
materials that was inputted or outputted in each batch process as shown

in (3.5). This variable is important, since some parts of the model can
be dependent on the volume of materials that process is working on.
To maintain the mass conservation law, total process output must be
equal to process input, which is enforced by (3.6) and (3.7). These two
constraints are if-then constraints, called indicator constraints, and are
explained in Appendix. In short, if the term on the left side is true then
the constraint on the right side must be enforced, if the term is false no
additional constraint is enforced.

(𝛼p, t − 1) ⋅ 𝑃 𝑙p + 1 ≤ 𝑡∑
𝑘=1

𝑥p, k ≤ 𝛼p, t ⋅ 𝑃
𝑙
p (3.1)

𝜔p, t ⋅ 𝑃
𝑙
p ≤ 𝑡∑

𝑘=1
𝑥p, k ≤ (𝜔p, t + 1) ⋅ 𝑃 𝑙p − 1 (3.2)

𝜇p, t ≤ 𝑃 I, max
𝑝 ⋅ (𝛼p, t − 𝛼p, t-1) (3.3)

𝜇p, t ≥ 𝑃 I,min
𝑝 ⋅ (𝛼p, t − 𝛼p, t-1) (3.4)

𝜇p, t = 𝜇p, t - 1 + 𝜇p, t − 𝜇p, t
(3.5)

𝜔p, t − 𝜔p, t-1 = 1 → 𝜇
p, t + 1

= 𝜇p, t (3.6)

𝜔p, t − 𝜔p, t-1 = 0 → 𝜇
p, t + 1

= 0 (3.7)

During the production some processes can be interrupted for a certain
amount of time, i.e. they can shift their production without losing
progress or impacting the end product. When the process has started
and before it finishes it must be either in running mode (𝑥p,t = 1) or
in interrupted mode (𝜄p,t = 1). To convey this behaviour next three
equations are introduced. Eq. (3.8) ensures that the process can only
be interrupted when it is running, (3.9) models that the process is
either running or is interrupted and (3.10) ensures that if the process is
running at least one of the binary variables, 𝜄p,t or 𝑥p,t, must be equal
to 1. Eq. (3.11) defines the maximum length of interruption at the start
of each process batch cycle.

𝜄p, t ≤ 𝛼p, t − 𝜔p, t (3.8)

𝜄p, t + 𝑥p, t ≤ 1 (3.9)

𝜄p, t + 𝑥p, t ≥ 𝛼p, t − 𝜔p, t (3.10)

𝛼p, t − 𝛼p, t-1 = 1 →

𝑡+𝑃 𝑙+𝑃𝐷𝑙𝑖∑
𝑘=𝑡

𝜄p, k ≤ 𝑃𝐷𝑙𝑝 (3.11)

The load of the process depends on the current state that it is in:
operational or interrupted. When in the operation state, the process is
producing\refining the product and its load is linearly dependent on
volume of material the process is working on. The interrupted state
considers that the process has started but was halted in order to shift
demand. In this state, the process can have a fixed predefined load
which is needed so the progress of the process is not lost. For example
in aluminium production, the temperature must not fall below a certain
threshold, so heating energy is needed [37]. Each process can have 3
types of load: electric, heat and mechanical (motor). Eqs. (3.12), (3.14)
and (3.15) calculate the electrical, mechanical and heating load when
process is in operation, respectively. If the process is interrupted fixed
load is calculated with (3.13) and (3.16).

𝑥p, t = 1 → 𝛽p, t = 𝜇p, t ⋅ 𝑃
𝐸𝑙,𝑘
p + 𝑃𝐸𝑙,𝑙p (3.12)

𝜄p, t = 1 → 𝛽p, t = 𝑃𝐸𝑙,𝐷𝑝 (3.13)

𝑥p, t = 1 → 𝛾p, t = 𝜇s, p, t ⋅ 𝑃
𝑀𝑙,𝑘
p + 𝑃𝑀𝑙,𝑘

p (3.14)

𝑥p, t = 1 → 𝛿p, t = 𝜇p, t ⋅ 𝑃
𝐻𝑙,𝑘
p + 𝑃𝐻𝑙,𝑘p (3.15)

𝜄p, t = 1 → 𝛿p, t = 𝑃𝐻𝑙,𝐷𝑝 (3.16)

The proposed model considers two types of materials, raw and
intermediate materials. Raw materials are supplied to the process as
input and intermediate materials are produced during plant operation
and are needed for other subsequent processes. Final products are
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overall outputs from our plant. Both types of material and final product
have initial storage value (set in the hour 0) and their minimum
and maximum storage is defined with (3.17), (3.19) and (3.21). If an
intermediate material cannot be stored, minimum and maximum values
are set to 0. This means that the material must be used immediately
after it is produced. Eqs. (3.18), (3.20) and (3.22) connect storage (raw
materials, intermediate materials and final products respectively) with
inputs and outputs from the processes. Coefficients in these I matrices
correspond to ratio of materials; for example if process 1 takes raw
material 1 and 2 in ratio 60% and 40% respectively, coefficients will
be 𝐼𝑃𝐼−𝑅1, 1 = 0.6 and 𝐼𝑃𝐼−𝑅2, 1 = 0.4. Coefficients for other materials and
products, not used by this process, will be zero. Intermediate storage
and final storage are defined for every 𝑡 ∈ (𝑇 + 1) so that the process
that finished in the last hour can output their products in hour 𝑇 + 1.
All intermediate materials supplied in hour zero must be at least equal
to intermediate material in the hour 𝑇 +1 as shown in (3.23). Similarly,
the amount of final product that needs to be produced by the end of
optimisation horizon (𝑇 + 1) is defined by (3.24).

𝑆𝑅,𝑚𝑖𝑛𝑖 ≤ 𝜎r, t ≤ 𝑆𝑅,𝑚𝑎𝑥𝑖 (3.17)

𝜎r, t = 𝜎r, t-1 −
𝑃∑
𝑘=1

𝐼𝑃𝐼−𝑅r, k ⋅ 𝜇k, t +
𝑃∑
𝑘=1

𝐼𝑃𝑂−𝑅r, k ⋅ 𝜇
k, t

(3.18)

𝑆𝐼,𝑚𝑖𝑛𝑟 ≤ 𝜏i, t ≤ 𝑆𝐼,𝑚𝑎𝑥𝑟 (3.19)

𝜏i, t = 𝜏i, t-1 −
𝑃∑
𝑘=1

𝐼𝑃𝐼−𝐼i, k ⋅ 𝜇k, t +
𝑃∑
𝑘=1

𝐼𝑃𝑂−𝐼i, k ⋅ 𝜇
k, t

(3.20)

𝑆𝐹 ,𝑚𝑖𝑛𝑓 ≤ 𝜐f, t ≤ 𝑆𝐹 ,𝑚𝑎𝑥𝑓 (3.21)

𝜐f, t = 𝜐f, t-1 −
𝑃∑
𝑘=1

𝐼𝑃𝐼−𝐹f, k ⋅ 𝜇k, t +
𝑃∑
𝑘=1

𝐼𝑃𝑂−𝐹f, k ⋅ 𝜇
k, t

(3.22)

𝜏f, T+1 ≥ 𝑆I,0 (3.23)

𝜐f, T+1 ≥ 𝑆F, min (3.24)

A process can have different modes of operation. For example
process with length of ‘‘n’’ and input ‘‘m’’ can also work in half
mode (length 𝑛

2 , input 𝑚
2 ). To model this behaviour we introduce a

term subprocess. It is physically the same as its corresponding process
but with different parameters. In terms of mathematical implemen-
tation subprocesses are modelled exactly the same as processes with
Eqs. (3.1)–(3.24). Both the process and its subprocess cannot work at
the same time, which is enforced with (3.25).

𝑥p, t + 𝑥
Subprocess
p, t ≤ 1 (3.25)

The industrial facility can satisfy the process loads by using various
devices. Electricity load can be satisfied by purchasing it from the elec-
tricity day-ahead market or by generating it from generators connected
to the steam turbines. The mechanical load can be satisfied either by
electric motors or gas motors. The steam system consist of different
pressure levels. Steam production units and loads are connected to
specific pressure level. Turbines and valves connect different pressure
levels and reduce the pressure of steam. All devices in the model
use at least four general constraints. First, two of those constraints,
limit the minimum and maximum output power (in case of electric
motors, gas motors and boilers) or input power (in case of turbines and
valves), shown in (3.26). The other two constraints are for minimum
and maximum ramp rate, shown in (3.27) and (3.28). Variables and
parameters for electric motors are used as an example for these general
constraints.

𝐸𝑚𝑖𝑛e,t ⋅ 𝑦e, t ≤ 𝑎e,t ≤ 𝐸𝑚𝑎𝑥e,t ⋅ 𝑦e, t (3.26)

𝑎e,t − 𝑎e,t-1 ≤ 𝐸𝑟𝑎𝑚𝑝𝑑𝑜𝑤𝑛e (3.27)

𝑎e,t-1 − 𝑎e,t ≤ 𝐸𝑟𝑎𝑚𝑝𝑢𝑝e (3.28)

Except for the Eqs. (3.26)–(3.28), boilers need an additional set of
constraints to work properly. They have three different states, on state

when it is in operation and two off states entitled warm and cold and
defined by (3.29). When the boiler shuts down it transitions from on
state to warm state constrained by (3.30). When the cooldown time has
passed and if the boiler did not start again, it must transition to cold
state (3.31). Eqs. (3.32) and (3.33) ensure that impossible transitions
between states cannot happen, e.g. from cold to warm state. When the
boiler is starting it requires additional energy input depending on which
state it is in, worm or cold. Constraints (3.34) and (3.35), set binary
variables 𝜈𝑏,𝑡 and 𝜅𝑏,𝑡 to 1 if the boiler has started from cold or warm
state, respectively. With (3.36)–(3.38), starting binary variable are hard
constrained so they can only be 1 in case of (3.34) and (3.35). Total gas
used by the boiler in each hour is calculated using (3.39).

𝜖𝑏,𝑡 + 𝜁𝑏,𝑡 + 𝜃𝑏,𝑡 = 1 (3.29)

𝜁𝑏,𝑡 ≥ 𝜖𝑏,𝑡−1 − 𝜖𝑏,𝑡 + 𝜁𝑏,𝑡−1 − 𝜃𝑏,𝑡 (3.30)

𝜃𝑏,𝑡 ≥
𝑡∑

𝑘=𝑡−𝐵𝑐𝑑𝑡𝑏

(𝜁𝑏,𝑘 + 𝜃𝑏,𝑘) − 𝐵𝑐𝑑𝑡𝑏 − 𝜖𝑏,𝑡 + 1 (3.31)

𝜁𝑏,𝑡 + 𝜃𝑏,𝑡−1 ≤ 1 (3.32)

𝜃𝑏,𝑡 + 𝜖𝑏,𝑡−1 ≤ 1 (3.33)

𝜃𝑏,𝑡−1 − 𝜃𝑏,𝑡 ≤ 𝜈𝑏,𝑡 (3.34)

𝜁𝑏,𝑡−1 − 𝜁𝑏,𝑡 − 𝜃𝑏,𝑡 ≤ 𝜅𝑏,𝑡 (3.35)

𝜖𝑏,𝑡−1 + 𝜅𝑏,𝑡 + 𝜈𝑏,𝑡 ≤ 1 (3.36)

𝜃𝑏,𝑡 + 𝜁𝑏,𝑡 + 𝜅𝑏,𝑡 ≤ 1 (3.37)

𝜃𝑏,𝑡 + 𝜁𝑏,𝑡 + 𝜈𝑏,𝑡 ≤ 1 (3.38)

ℎ𝑏,𝑡 = 𝑜b,t ⋅ 𝐵
𝑘
𝑏 + 𝜖b,t ⋅ 𝐵

𝑙
𝑏 + 𝜈b,t ⋅ 𝐵

𝑐𝑠
𝑏 + 𝜅b,t ⋅ 𝐵

𝑤𝑠
𝑏 (3.39)

Electric and gas motors are connected to their belonging process via
matrices 𝐼𝑃−𝐸𝑖,𝑝 and 𝐼𝑃−𝐺𝑔,𝑝 where 1 means that the motor is connected to
that specific process as shown in (3.40). Eq. (3.41) allows that only one
motor connected to the process, either gas or electric, can work at the
same time. The heat energy balance equation for each pressure level is
defined by (3.42). Matrices 𝐼𝑆−𝑃𝑝,𝑠 and 𝐼𝑆−𝐵𝑏,𝑠 are equal to 1 if the load or
the process is connected to that pressure level. For turbines and valves,
𝐼𝑆−𝑁𝑛,𝑠 and 𝐼𝑆−𝑉𝑣,𝑠 are −1 if they extract steam from that pressure level
and 1 if they output steam to that pressure level. Please note that when
the steam is outputted Eqs. (2.4) and (2.6) are used.

𝛾𝑝,𝑡 =
𝐸∑
𝑘=1

𝐼𝑃−𝐸𝑘,𝑝 ⋅ 𝑎k,t +
𝐺∑
𝑘=1

𝐼𝑃−𝐺𝑘,𝑝 ⋅ 𝑑k,t (3.40)

𝐸∑
𝑘=1

𝐼𝑃−𝐸𝑘,𝑝 ⋅ 𝑦k,t +
𝐺∑
𝑘=1

𝐼𝑃−𝐺𝑘,𝑝 ⋅ 𝑢k,t ≤ 1 (3.41)

𝑃∑
𝑘=1

𝐼𝑆−𝑃𝑘,𝑠 ⋅ 𝛿k,t =

𝐵∑
𝑘=1

𝐼𝑆−𝐵𝑘,𝑠 ⋅ 𝑜k,t +
𝑁∑
𝑘=1

𝐼𝑆−𝑁𝑘,𝑠 ⋅ 𝑘k,t +
𝑉∑
𝑘=1

𝐼𝑆−𝑉𝑘,𝑠 ⋅ 𝑙k,t (3.42)

Energy is bought for the next 24 h period on electricity and gas
DAM. In electricity DAM, bids are separated into 24 parts, one for each
hour, while in gas DAM one bid is made for the entire 24 h period.
The proposed industrial plant is considered to be a perfectly inelastic
price taker whose bids are always accepted on DAMs. The reasoning
behind this is due to prosumers small size compared to other market
players (large supplying and generating companies) and overall market
traded volume. Utilising elastic price taker approach is not appropriate
for industrial facility and could lead to higher market risks, lower gains
and losses in production. If such behaviour is to be modelled, stochastic
and robust linear optimisation are not well suited. Methods like bilevel
optimisation and game theory [38] are far better suited for it. Eq. (3.43)
calculates needed electricity by summing all consumers and producers
in each hour. Similarly, the gas volume is calculated using (3.44).

𝜋𝑡 =
𝐸∑
𝑘=1

𝑎𝑘,𝑡
𝜂𝐸𝑘

+
𝑃∑
𝑘=1

𝛽𝑘,𝑡 −
𝑁∑
𝑘=1

𝑘𝑒𝑙𝑘,𝑡 (3.43)
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𝜒 =
𝑇∑
𝑘=1

(
𝐺∑
𝑧=1

𝑑𝑘,𝑧
𝜂𝐺𝑘

+
𝐵∑
𝑧=1

ℎ𝑘,𝑧) (3.44)

The objective function is cost minimisation of operation; in this case,
it is equal to electricity and gas bought from DAM, as shown in (3.45).
𝑇∑
𝑘=1

𝜋𝑘 ⋅ 𝐶
𝑒𝑙
𝑘 + 𝜒 ⋅ 𝐶𝑔𝑎𝑠 (3.45)

3.2. Robust formulation

This section elaborates the formulation of robust optimisation with
demand response (RO). The goal of the robust optimisation is to find
minimal operational cost based on worst case scenario of electricity
prices. Robust formulation of the objective function is (3.46), where
𝑥 ∈ 𝑋 denotes all variables from the reference model. Electricity prices
are defined as a robust set where value 𝐶𝑒𝑙𝑡 can deviate from a reference
value 𝐶𝑒𝑙,𝑟𝑒𝑓𝑡 by at most ±𝛥𝐶𝑒𝑙𝑡 . The formulation is as follows: 𝐶𝑒𝑙𝑡 ∈
[𝐶𝑒𝑙,𝑟𝑒𝑓𝑡 − 𝐶𝑒𝑙𝑡 , 𝐶𝑒𝑙,𝑟𝑒𝑓𝑡 + 𝐶𝑒𝑙𝑡 ], ∀𝑡 ∈ 𝑇 . This formulation is implemented
with (3.47). The Eqs. (3.48) defines the uncertainty budget 𝛤 , where in
our case 𝛤 can vary from 0 to T. Formulation in (3.48) is not linear so,
instead of it, a set of linearised constraints will be used (3.49)–(3.51).
With (3.49) and (3.50) the variation in each hour is calculated. Sum of
these variations must not surpass the uncertainty budget as shown in
(3.51).

min
∀𝑥∈𝑋

𝜒 ⋅ 𝐶𝑔𝑎𝑠 + max
𝐶𝑒𝑙

𝑇∑
𝑘=1

𝜋𝑘 ⋅ 𝐶
𝑒𝑙
𝑘 (3.46)

𝐶𝑒𝑙,𝑟𝑒𝑓𝑡 − 𝛥𝐶𝑒𝑙𝑡 ≤ 𝐶𝑒𝑙𝑡 ≤ 𝐶𝑒𝑙,𝑟𝑒𝑓𝑡 + 𝛥𝐶𝑒𝑙𝑡 (3.47)
𝑇∑
𝑘=𝑡

|𝐶𝑒𝑙𝑘 − 𝐶𝑒𝑙,𝑟𝑒𝑓𝑘 |
𝛥𝐶𝑒𝑙𝑘

≤ 𝛤 (3.48)

𝐶𝑒𝑙𝑡 − 𝐶𝑒𝑙,𝑟𝑒𝑓𝑡

𝛥𝐶𝑒𝑙𝑡
≤ 𝛤𝑡 (3.49)

−
𝐶𝑒𝑙𝑡 − 𝐶𝑒𝑙,𝑟𝑒𝑓𝑡

𝛥𝐶𝑒𝑙𝑡
≤ 𝛤𝑡 (3.50)

𝑇∑
𝑘=1

𝛤𝑘 ≤ 𝛤 (3.51)

The problem can be solved by transforming the inner (maximisation)
problem into its dual form. The inner problem is classified as a linear
program (LP), not MILP, and as such can be easily transformed into its
dual form. The transformation to dual is shown in (3.52)–(3.54). For
more information on the duality theorem, we refer to [39].

min𝛤 ⋅ 𝜆5 +
𝑇∑
𝑘=1

(𝐶𝑒𝑙,𝑟𝑒𝑓𝑘 + 𝛥𝐶𝑒𝑙𝑘 ) ⋅ 𝜆
1
𝑘 −

𝑇∑
𝑘=1

(𝐶𝑒𝑙,𝑟𝑒𝑓𝑘 − 𝛥𝐶𝑒𝑙𝑘 ) ⋅ 𝜆
2
𝑘 +

𝑇∑
𝑘=1

𝐶𝑒𝑙,𝑟𝑒𝑓𝑘 ⋅ (𝜆3𝑘 − 𝜆
4
𝑘) (3.52)

𝜆1𝑡 − 𝜆
2
𝑡 + 𝜆

3
𝑡 − 𝜆

4
𝑡 ≥ 𝜋𝑡 (3.53)

−𝛥𝐶𝑒𝑙𝑡 ⋅ 𝜆3𝑡 − 𝛥𝐶
𝑒𝑙
𝑘 ⋅ 𝜆4𝑡 + 𝜆

5 ≥ 0 (3.54)

When the transformation from primal to dual problem, the objec-
tive function changes from maximisation to minimisation. Original
min/max problem will then become min/min (or just min) problem
which can easily be solved with of-the-shelf solvers [40]. After inte-
grating the dual of the inner problem to the outer problem, we get the
objective function as shown in (3.55).

min𝜒 ⋅ 𝐶𝑔𝑎𝑠 + 𝛤 ⋅ 𝜆5 +
𝑇∑
𝑘=1

(𝐶𝑒𝑙,𝑟𝑒𝑓𝑘 + 𝛥𝐶𝑒𝑙𝑘 ) ⋅ 𝜆
1
𝑘 −

𝑇∑
𝑘=1

(𝐶𝑒𝑙,𝑟𝑒𝑓𝑘 − 𝛥𝐶𝑒𝑙𝑘 ) ⋅ 𝜆
2
𝑘 +

𝑇∑
𝑘=1

𝐶𝑒𝑙,𝑟𝑒𝑓𝑘 ⋅ (𝜆3𝑘 − 𝜆
4
𝑘) (3.55)

The final framework of our RO problem consist of the following
constraints and the objective functions: (3.1)–(3.44) and (3.53)–(3.55).

3.3. Two stage stochastic formulation

In SO, the uncertainty is modelled through scenarios and their prob-
ability of occurrence. Here we have two types of variables: first stage
decision variables (here-and-now) and second stage decision variables
(wait-and-see). In the first stage, the decision must be made before
the realisation of uncertainty and in the second stage, we optimise the
behaviour after the realisation of uncertainty. In the reference model,
the first stage variables are 𝜋𝑡 and 𝜒 , while all other variables are
second-stage variables. All second-stage variables and all constraints
are defined for every scenario. This means there is 𝛹 (where 𝛹 is
a number of scenarios) times more second-stage variables and con-
straints. The objective function is formulated as shown in (3.56). The
difference between RO and SO is that RO optimises based on the worst-
case scenario and SO optimises based on an average scenario. Our SO
problem consist of the following constraints and objective function:
(3.1)–(3.44) and (3.56).
𝛹∑
𝑧=1

𝑇∑
𝑘=1

𝜋𝑘 ⋅ 𝐶
𝑒𝑙
𝑧,𝑘 ⋅ 𝜉𝑧 + 𝜒 ⋅ 𝐶𝑔𝑎𝑠 (3.56)

3.4. Robust model without DR

This section explains the BaU model which is created to mimic the
conventional, market passive operation of today’s industrial plants. BaU
model will use robust optimisation approach with constraints (3.53)–
(3.55), so it can be easily compared to RO. BaU is built in two stages.
The first stage runs the reference model which, instead of prices, has
weight factors in each hour. From this, we will obtain the schedule of
all processes (loads). In the second stage, we will remove constraints
(3.1)–(3.25) from the reference model and we will set process load
variables from the first stage as parameters. By doing this, demand
in BaU model became fixed as opposed to RO and SO model where
it is dynamic. Also, total demand and final product production in BaU
remains the same as in RO and SO. Effectively BaU is only optimising
the device schedule. The second stage of BaU model will have two
cases. The first case (𝐵𝑎𝑈1) will run all the same devices as RO
effectively removing demand response flexibility from it. The second
case (𝐵𝑎𝑈2) will have all possibilities of shifting between energy vectors
removed (same as in 𝐵𝑎𝑈1), as well as demand response flexibility.

4. Case study

A generic industrial plant is designed for testing purposes based on
real-world industrial plants such as [2,41–46]. The process unit chain
is shown in Fig. 4. It consists of five processes and has 2 chains: 1-2-
3 and 1-2-4-5. In total it has three input materials, four intermediate
products and two final products. The value next to the material symbol
denotes the ratio of that material to the total input or output of that
process (when there are multiple inputs or outputs to a process). The
length of each process is shown in Fig. 4 in brackets. Processes 1 and 3
can be interrupted for 1 h and process 4 for 2 h. Each process input is
limited to 5 tonnes. The requirement for each of the two final products
is 15 tonnes. Intermediate materials 2 and 3 start with 5 tonnes while
the rest start with 0. There are enough input materials to produce
enough final products. Each process has an electric and gas motor for
satisfying motor load. The efficiencies of the electric motors are 95%
and of gas motors 46.6%. The entire heating system is shown in Fig. 5.
It consists of two boilers, the first with higher nominal power and more
expensive starting cost and the second with lower nominal power and
lower starting cost. Also, there are two turbines and valves for lowering
steam pressure. Heat to power ratio of both turbines is 0.1, turbine
efficiency is 98% and generator efficiency is 97%. Efficiency of both
valves are 80%. Processes 1 and 5 are connected to high-pressure level
(1), process 4 to medium pressure level (2) and processes 2 and 3
to low-pressure level (3). SARIMA (seasonal autoregressive integrated
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Fig. 4. Industrial processes.

Fig. 5. Heat system.

moving average) model [47] is used to predict the DA electricity prices
for Croatian Power Exchange (CROPEX) [48]. In RO and BaU, we will
use a mean value and a variance between the upper and lower bound
from SARIMA. Three scenarios for SO are created. They correspond to
upper, mean and lower values from SARIMA with the probability of 1

3
each. Four values for uncertainty budget will be used: 0 (mean values),
7 (≈ 30% variation), 17 (≈ 70% variation) and 24 (100% variation).
The gas price is assumed as it can be predicted accurately and it will be
used as a deterministic value of 28 e/MWh according to the statistics
from [49] for Croatia.

5. Results and discussion

The model is written in Python 3.8 and it is using Gurobi 9 opti-
misation solver [40]. PC specifications are AMD Ryzen 5 3600 6-Core
3.59 GHz processor and 16 GB of RAM.

5.1. RO and SO comparison

First, the RO and the SO approach will be compared. Table 1 shows
computational time in seconds and the value of the objective function
in EUR (e) for the RO and SO approach. The number in brackets
denotes the uncertainty budget in RO. We can see that the SO has a
higher computational time (5–15 times) than RO due to having much
higher number of variables and constraints (one set for each scenario).
Usually, in SO a lot more scenarios are used, but adding more scenarios
would further increase the computational time. The three scenarios
used here are made solely for illustrative purposes and they correspond

Table 1
RO and SO computational time and objective function value.

RO (0) RO (7) RO (17) RO (24) SO

Computational time (s) 145 594 1826 115 9595
Objective function (e) 10476 11892 12793 12798 10476

Table 2
Robust optimisation model with mass flow.

Uncertainty budget 0 7 18 24
Objective function (e) 10392.4 11806.5 12700.9 12709.89
Difference (%) 0.8 0.72 0.72 0.69

to the mean price scenario. RO (0) also correspond to the mean price
scenario, because variance is 0%. That is why SO and RO (0) have the
same objective function result. Significant decrease in computational
time from RO(17) and RO(24) happens because it is harder for robust
optimisation to calculate worst case scenario when variation is not 0%
or 100%. Variations of 0% or 100% are closer to deterministic case
in terms of computational time. Further analysis for SO are omitted
because of its high computational time and the rest of the paper will
focus on the RO approach.

5.2. RO results

In this chapter, the behaviour of processes and devices considering
different uncertainty budgets will be showcased. In the RO model, there
are two types of flexibility: from multiple energy vectors and demand
response. In Fig. 6 we can see the electricity bids of RO for each
uncertainty budget and in Fig. 7 the same for gas bids. In these figures,
we can see how electricity and gas volumes change following the
changes in the uncertainty of electricity prices. As the uncertainty rises
(variation is increased), volumes of electricity are reduced in favour of
gas, because it is more reliable. This happens mostly due to changes
in the scheduling of electric and gas motors and is a result of multi-
energy flexibility. Fig. 8 shows in what ratio are electric and gas motors
used for each uncertainty budget case. Electric motors are used while
uncertainty is lower and are gradually replaced with gas motors as the
uncertainty increases with the biggest difference between uncertainty
budget 0 and uncertainty budget 7. Fig. 9 shows how the number of
active processes changes for each uncertainty budget during the day.
These difference are the result of demand response (process schedule
optimisation) and change to reduce the risk of uncertainty; for example
in uncertainty budget 17 the number of active processes are more
evenly spread out than in other cases. This trend can also be noticed
in Fig. 6 since the electricity bid curve corresponds to the process
schedule. In summary, multi-energy flexibility is expressed through
changes in overall consumption of electricity and gas while demand
response flexibility is expressed through changes in volumes/number
of active processes in each hour. Lastly, robust optimisation model
using mass flow (MRO) from chapter 2.2 will be compared with RO.
Table 2 shows objective function cost and percentage difference for
each uncertainty budget case. MRO case is less than 1% cheaper than
RO and market bids are slightly changed (process schedule remains the
same). The difference is mainly caused by neglecting losses as explained
in chapter 2.2. Although, the difference is not major, it can still be
significant as it can cause imbalance penalties on the market which can
add up through time.

5.3. RO and BaU comparison

Lastly RO and BaU models will be compared. The goal is to show-
case the effectiveness of DR (process sifting) and multi-energy flexibil-
ity (energy vector shifting) against business as usual approach. Figs. 10
and 11 shows electricity and gas bids for 𝐵𝑎𝑈1 for each uncertainty
budget. In this case, there are slight changes in the bids schedule
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Fig. 6. Electricity bids in RO.

Fig. 7. Gas bids in RO.

Fig. 8. Electric and gas motors rate of use.

Fig. 9. Process schedule in RO.

as the uncertainty increases, as it is lowering electricity volumes in
favour of gas. The schedule change exclusively comes from multi-
energy flexibility such as changing electric to gas motors. 𝐵𝑎𝑈1 case is
trying to follow the trend from the RO model, but it lacks the flexibility
to do so. Table 3 shows the objective value functions of RO, both cases
of BaU and the percentage difference between them. RO outperforms
𝐵𝑎𝑈1 by 7% to 11% of savings in operational costs. These savings are

Table 3
RO and BaU objective value comparison.

Uncertainty budget 0 7 17 24

RO (e) 10476 11892.62 12793.43 12798.02
𝐵𝑎𝑈1 (e) 11826.74 12862.47 13781.31 13781.31
Savings (𝐵𝑎𝑈1) 11.42% 7.54% 7.17% 7.13%
𝐵𝑎𝑈2 (e) 12805.11 13876.77 14867.55 14867.55
Savings (𝐵𝑎𝑈2) 18.19% 14.3% 13.95% 13.92%

Fig. 10. Electricity bids in 𝐵𝑎𝑈1.

Fig. 11. Gas bids in 𝐵𝑎𝑈1.

Fig. 12. Electricity and gas bids in 𝐵𝑎𝑈2.

mainly tied with demand response flexibility (i.e. load shifting). Fig. 12
shows electricity (left graph) and gas (right graph) bids for 𝐵𝑎𝑈2. Bids
are the same in all cases of uncertainty budget because 𝐵𝑎𝑈2 has no
flexibility. The RO achieves savings of 14% to 18% when compared
to 𝐵𝑎𝑈2. RO achieves These saving both due to multi-energy flexibility
and inner process demand response scheduling capability. The increase
in savings as compared to 𝐵𝑎𝑈1 is mainly attributed to multi-energy
flexibility i.e. with energy vector shifting.
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6. Conclusion

The paper proposes a novel model of price responsive demand
response multi-energy industrial prosumer with decomposed produc-
tion processes as a way to maximise the utilisation of the DR. It
is based on the scheduling of batch and continuous processes under
uncertainty of day-ahead electricity market. It maintains the benefits of
MILP modelling but, unlike the existing literature, takes into account
the losses of the steam process and improves the mass-based model
dominant in the literature to an energy flow model. This results in
realistic energy flows in the industry process eventually expressed as
costs savings. Two approaches are used for dealing with the uncertainty
of electricity prices: robust optimisation (RO) and two-stage stochastic
(SO). RO was deemed better than SO mainly because of much faster
computational time. Two testing models were created to mimic the
business as usual approach called 𝐵𝑎𝑈1 and 𝐵𝑎𝑈2. 𝐵𝑎𝑈1 model does not
have any demand response flexibility and 𝐵𝑎𝑈2 lacks demand response
and multi-energy flexibility. The proposed robust energy flow based
optimisation model, incorporating production process DR ended up
being 7%–11% more cost-efficient than the 𝐵𝑎𝑈1 and 14% to 18%
better than the 𝐵𝑎𝑈2. These cost savings can directly translate into
a reduction of costs of the industry facility products, making it more
competitive in their targeted markets.
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Appendix

Indicator constraints are if-then constraints. If the state of binary
variable (x) is true then constraints on the right must be enforced and
if 𝑥 is not true then constraint is neglected from the model, as shown in
(A.1). Their linear form is written using big M, where M is a big enough
number. The formulation for inequality constraint on the right side is
shown in (A.2). In case of equality constraint on the right side (A.3),
linearised formulation is shown in (A.4) and (A.5).

𝑥 = 1 → 𝐴 ⋅ 𝑦 ≤ 𝐵 (A.1)
𝐴 ⋅ 𝑦 ≤ 𝐵 +𝑀 ⋅ (1 − 𝑥) (A.2)
𝑥 = 1 → 𝐴 ⋅ 𝑦 = 𝐵 (A.3)
𝐴 ⋅ 𝑦 ≤ 𝐵 +𝑀 ⋅ (1 − 𝑥) (A.4)
𝐴 ⋅ 𝑦 ≥ 𝐵 −𝑀 ⋅ (1 − 𝑥) (A.5)
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A B S T R A C T

Carbon neutrality is one of the main goals in current power system planning and operation. Many different
actions and solutions are presented and implemented so far, incorporating renewable energy sources at all
levels of the system. With the raising prices of natural gas and its negative impact on the environment,
particularly emphasised over the past two years, new technologies and energy vectors are emerging as potential
for its replacement. High importance of the hydrogen energy vector, especially in the decarbonisation of the
industry sector, is being put forward due to its advantages of zero greenhouse gas emissions, its capacity
for storing energy and capability to balance the production of renewable energy sources. This paper brings
a detailed mathematical model of a price driven, demand responsive, multi-energy industry facility, as a
logic first implementer of hydrogen technologies due to its high and multi-energy consumption nature. The
systematic analyses are conducted over a set of scenarios of local production, considering different hydrogen
technologies as well as range of natural gas and electricity prices. The findings of the paper conclude that
hydrogen technology implementation into a realistic industrial consumers processes results in zero local
emissions production, high level of autonomy and resistance from the market disturbances. When compared
with classic industrial layouts, the overall CO2 footprint is reduced from around 30% to around 85%, depending
on the scenario. The sensitivity analysis has proven that hydrogen layouts are comparable to natural gas layouts
in terms of total costs, showing that hydrogen options result in lower cost in the range from 25% to 58%,
depending on the observed scenario.

1. Introduction

Industry is one of the three dominant categories by final energy
consumption in European union, making up around 25% [1]. Indus-
trial facilities are complex systems composed of various processes for
refinement from raw materials to final products, usually consuming
various forms of energy such as natural gas, electricity and multiple
pressure levels of steam or hot water for heat consuming processes.
Traditionally, energy required to cover consumption is mostly pro-
cured from the external sources and is in smaller capacity produced
locally. Being characterised by high energy usage, industrial facilities
are responsible for large amount of emissions either indirectly from
electricity purchase (emissions produced from electricity generation)
or directly from locally consumed fossil fuel. Current climate law of
European Union plans to achieve climate neutrality by 2050 for which
emissions should have to be lowered by at least 55% by 2030 [2].
Direct emissions produced in industrial facilities can be reduced by
replacing fossil fuels with some other energy vector with lower, or

∗ Corresponding author.
E-mail address: matija.kostelac@fer.hr (M. Kostelac).

none whatsoever, emissions production. One such emerging energy
vector is hydrogen [3]. It can be produced locally from electricity and
can replace fossil fuels in local heat and electricity production [4].
These are not the only benefits as it can be used as effective energy
storage; moreover some chemical and petrochemical industrial facilities
already posses electrolysers since hydrogen is used as an input into their
processes [5,6]. Although this approach negates local emissions, at the
same time it creates higher electricity demand which in return increases
indirect emissions. To circumnavigate this, in this paper, we intro-
duced local renewable energy generation in terms of photovoltaic (PV)
system [7]. Intermittent and unpredictable nature of PV system can
be partially mitigated by cooperation with hydrogen technologies [8]
and industrial system management. In this paper, hydrogen provides
flexibility through energy storage while industrial system processes
have the capability to react as price-responsive demand response [9]
meaning the product refinement can be rescheduled to complement the
rest of the system when required.
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Nomenclature

𝛼p, t Number of time process p has started up to
time t

𝛽p, t Electrical load of process p at the time t [MWh]
𝜒 Gas bought on the market [MWh]
𝜒b, t Gas input of boiler b at the time t [MW]
𝛿p, t Heating load of process p at the time t [MWh]
𝜖b, t Indicate whether the gas boiler b operate at

time t
𝜂𝐸𝑒 Efficiency of electrolyser e
𝜂𝐺,𝑒𝑙𝑔 Electric efficiency of fuel cell g
𝜂𝐺,ℎ𝑔 Heating efficiency of fuel cell g
𝜂𝐻ℎ Efficiency of hydrogen boiler h
𝛾p, t Hydrogen load of process p at the time t

[MWh]
𝜄p, t Indicate whether the process p is interrupted

at the time t
𝜅b, t Indicate whether the gas boiler b started from

warm state at time t
𝜇p, t Amount of materials inside process p at the

time t [t]
𝜈b, t Indicate whether the gas boiler b started from

cold state at time t
𝜔p, t Number of time process p has ended up to time

t
𝜇p, t Material that entered process p at the time t [t]
ℎ𝑡 Input to hydrogen storage at the time t [MW]
𝜙𝑡 Volume of hydrogen stored at the time t

[MWh]
𝜋𝑡 Electricity bought/sold on the market at time

t [MWh]
𝜎i, t Storage of initial material i at the time t [t]
𝜏r, t Storage of intermediate material r at the time

t [t]
𝜃b, t Indicate whether the gas boiler b is in cold

state at time t
𝜇

p, t
Material that left process p at the time t [t]

ℎ𝑡 Output to hydrogen storage at the time t [MW]
𝜐f, t Storage of final product f at the time t [t]
𝜁b, t Indicate whether the gas boiler b is in warm

state at time t
𝑎e, t Output power of electrolyser e at the time t

[MW]
𝐵, 𝑏 Set and index for each gas boiler
𝐵𝑐𝑑𝑡𝑏 Time needed for gas boiler b to cool down [h]
𝐵𝑐𝑠𝑏 Additional gas needed to star boiler b from

cold state [MWh]
𝐵𝑘𝑏 , 𝐵

𝑙
𝑏 Slope and y-intercept for gas-to-heat conver-

sion of boiler b
𝐵𝑤𝑠𝑏 Additional gas needed to star boiler b from

warm state [MWh]
𝐶𝑒𝑙𝑡 Price of electricity in hour t [e/MWh]
𝐶𝑔𝑎𝑠 Price of gas [e/MWh]
𝑑g, t Input power of fuel cell g at the time t [MW]
𝐸, 𝑒 Set and index for each electrolyser
𝐹 , 𝑓 Set and index for each final product
𝐺, 𝑔 Set and index for each fuel cell
𝐻,ℎ Set and index for each hydrogen boiler
𝐼, 𝑖 Set and index for each intermediate material

𝐼𝑃𝐼−𝐹f, p Process input-final material coefficient matrix
𝐼𝑃𝐼−𝐼r, p Process input-intermediate material coefficient

matrix
𝐼𝑃𝐼−𝑅i, p Process input-raw material coefficient matrix
𝐼𝑃𝑂−𝐹f, p Process output-final material coefficient ma-

trix
𝐼𝑃𝑂−𝐼r, p Process output-intermediate material coeffi-

cient matrix
𝐼𝑃𝑂−𝑅i, p Process output-raw material coefficient matrix
𝑜b, t Output power of gas boiler b at the time t

[MW]
𝑃 , 𝑝 Set and index for each process
𝑃 I, max
𝑝 Maximum input of a process [t]
𝑃 I, min
𝑝 Minimum input of a process [t]
𝑃 𝑙p Length of process i [h]
𝑃𝐷𝑙p Length of interruption of process i [h]
𝑃𝐸𝑙,𝑘p , 𝑃𝐸𝑙,𝑙p Slope and y-intercept for electric load of

process p
𝑃𝐸𝑙,𝐷𝑝 Electric load of process p when interrupted

[MWh]
𝑃𝐻𝑙,𝑘p , 𝑃𝐻𝑙,𝑙p Slope and y-intercept for heat load of process

p
𝑃𝐻𝑙,𝐷𝑝 Heat load of process p when interrupted

[MWh]
𝑃𝑀𝑙,𝑘

p , 𝑃𝑀𝑙,𝑙
p Slope and y-intercept for hydrogen load of

process p
𝑃𝑉𝑡 Production from photovoltaic in time t [MWh]
𝑅, 𝑟 Set and index for each raw material
𝑆𝐹 ,𝑚𝑎𝑥𝑓 Maximum storage of final product f [t]
𝑆𝐹 ,𝑚𝑖𝑛𝑓 Minimum storage of final product f [t]
𝑆𝑓,𝑔𝑜𝑎𝑙𝑓 Amount of final product f needed [t]
𝑆𝐼,𝑚𝑎𝑥𝑖 Maximum storage of intermediate material i

[t]
𝑆𝐼,𝑚𝑖𝑛𝑖 Minimum storage of intermediate material i [t]
𝑆𝐼,0𝑖 Initial storage state of intermediate material i

v
𝑆𝑅,𝑚𝑎𝑥𝑟 Maximum storage of raw material r [t]
𝑆𝑅,𝑚𝑖𝑛𝑟 Minimum storage of raw material r [t]
𝑇 , 𝑡 Set and index for each time step
𝑣h, t Output power of hydrogen boiler h at the time

t [MW]
𝑥p, t Indicate whether the process p operate at time

t

In this paper, we analyse a realistic industrial facility designed as
a price-responsive demand response system, with installed hydrogen
technologies and a photovoltaic renewable energy system in order to
lower its emissions and environmental impact.

1.1. Relevant literature analysis

Although hydrogen as an energy vector is not a new concept, its
usage has greatly increased as a substitute for fossil fuels over the
past couple of years [10]. Hydrogen technologies have found wide
variety of usage in energy markets. Great emphasis in the literature is
placed on hydrogen as an energy storage [11], from its feasibility as a
clean technology [12] to usage of various different hydrogen technolo-
gies [13]. Lagioia et al. [14] finds European hydrogen roadmap difficult
to implement in a short-term as there are technical and infrastructure
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barriers in large-scale application, although they do believe that hy-
drogen technologies will find usage in heavy industry and heavy-duty
transport. Similarly, the authors in [15] recognise importance of green
hydrogen in decarbonisation of industrial sector and provides overview
of country potential in production and industrial application of green
hydrogen.

The research body presented here recognises the importance of
hydrogen as an energy vector and its cooperation with renewable
energy sources. Lebrouhi et al. [16] provides an overview on current
development on hydrogen as an energy vector from technological and
geopolitical viewpoint. According to their prediction around 60% of
all GHG (greenhouse gas) emission reduction will come from renew-
ables, green hydrogen and low carbon electrification. Amin et al. [17]
analyse hydrogen production from renewable and non-renewable en-
ergy sources and their impact on environment. Paper [18] proposes
a 100% renewable microgrid using hydrogen-based long-term storage.
It provides the methodology for operation and finding the best sizing
values for such a system. Integration of hydrogen technologies into the
energy system is proposed in [19]. The paper discusses the integration
of power to hydrogen and heat with seasonal hydrogen storage in a
system with very high renewable energy penetration. The flexibility
of hydrogen system is showcased by considering generation-load un-
certainties and N-1 contingency of crucial devices. Miljan et al. [20]
propose a profit maximisation model, cast as a bilevel algorithm, where
the operation of a large scale battery storage system and electrolyser
is optimised for day-ahead electricity market participation while sim-
ulating market clearing in the lower level. The paper analysed profits
and utilisation for different sets of installed power capacities. Another
important role of hydrogen is its use in heat production as it provides an
alternative to fossil fuel usage. Samastil et al. [21] examine possibilities
of green hydrogen in heat production in order to decarbonise heat
demand sector in Great Britain. Their results have shown that there
is potential for 20% of heat production from hydrogen. It should be
noticed that majority of the analyses mentioned above focus on local
production of hydrogen as transmission and procurement of hydrogen
is a complex problem and some of the prominent solutions suggest
using natural gas grid for hydrogen transportation [22]. With this
in mind, there are opportunities opening for design of the hydrogen
market where some aspects could follow the natural gas market design
logic. In the line with this, Pavic et al. [23] consider a complex
system with hydrogen technologies, RES and battery storage system
in a multi market environment. They consider natural gas, electricity
and hydrogen market while also providing ancillary services for the
system operator in the form of automatic frequency restoration reserve.
Hydrogen technologies will have a major impact on the energy market
in the future, but based on the existing literature review, additional
research is necessary.

The second identified gap focuses on maximising the benefits of
hydrogen’s role in industry facilities acting as active market partici-
pants, relying on hydrogen in both its inner processes and reducing
energy costs by adjusting its interactions with energy systems driven
by market prices. Industrial plants are energy-intensive and centralised
consumers, meaning that they do not necessarily require any kind of
aggregation, unlike smaller consumers [24]. They usually contain a
certain degree of automatisation making them easier to operate. With
this in mind, they are prime targets for implementation of demand-
side flexibility [25], however, they are there is ample room for im-
provement in the literature [26]. The possibilities of demand-side
management in metal casting industries are presented in [27], based
on the day-ahead electricity market scheduling model and reserve
provision. Similarly, [28] showcased the economic benefits of pulp
and paper industries in the regulating power market as means to
balance the ever-increasing share of renewable energy sources. The
conclusions of the paper are that economic factors should be addressed
when assessing the technical or theoretical possibilities to participate
in DR program. Wang et al. [29] provide a framework for day-ahead

scheduling and contract following with real-time demand response
management. The industrial system observed in the paper is chlor-
alkali production with a hydrogen production system and photovoltaic
thermal system. Shoreh et al. [30] provide a detailed analysis of the
possibilities of demand response programs in different industries. The
methodology for industrial demand response based on batch process
scheduling is presented in [31]. It is based on different smart pricing
schemes such as time-of-use and peak pricing. A similar model is
adapted to a real-world industrial plant by the same authors in [32].
Paper [33] provides detailed analysis and development status in hydro-
gen integration in the iron and steel industry. They report that up to
95% of CO2 emissions reduction can be achieved by replacing classic
coal blast furnaces with hydrogen. A detailed study was carried out
for potential switches between these technologies with a conclusion
that there are still challenges to overcome. On the other hand, they
anticipate that by 2035 hydrogen technologies would be an important
factor in industry decarbonisation. Techno-economic feasibility analysis
for alternative hydrogen production from methane pyrolysis in steel-
making industrial process is presented in [34] and compared to the
classic electrolyser approach. The analysis yielded similar results for
methane pyrolysis and electrolyser, concluding that both approaches
are feasible, but noting that total emission for electrolyser is lower in
systems with low emission energy mix.

Based on the above, the authors have recognised a research gap
as hydrogen in industrial application is still sparsely researched topic.
Some papers focus on different aspects of hydrogen but look at them
individually, from its energy storage capabilities [35], electricity and
heat production potential [36], industrial process utilisation [37] or
emissions reduction potential [38]. Besides focusing on the above-
mentioned topics, the paper will also explore environmental and eco-
nomic benefits that can be achieved through market participation and
renewable energy integration. Merging them into cohesive narratives
to fill the gaps in the literature, which in our opinion, has not been
well researched until this point. It needs to be noted that replacing
natural gas and the entire gas infrastructure, from pipelines, boilers,
etc., with hydrogen infrastructure includes multiple technical chal-
lenges and issues which have not yet been adequately researched to
the author’s best knowledge, as there is still not sufficient empirical
evidence from the plants. Energy systems within industrial facilities
are independent systems as they do not interfere significantly with
industrial processes except on the points of transferring energy to the
processes, so those challenges should not be insurmountable in practice.
The authors acknowledge those challenges, from technical to security
perspectives, and they need to be fully understood in the case of the
proposed energy transition, however, this is out of the scope of the
paper.

1.2. Contribution and organisation

In this paper, as two main scientific contributions, we:

• Propose a linear model of price-responsive demand response
based industrial system scheduling with green hydrogen as an
energy vector and photovoltaic renewable energy system,

• Define the economic breaking points for energy transition of fossil
fuel driven industrial facility using green hydrogen and renewable
sources.

The remaining of the paper is organised as follows. Section 2 pro-
vides concept and mathematical framework. Section 3 provides the case
study. Section 4 discusses emissions reducing possibilities and Section 5
provides economic analysis. Finally, Section 6 concludes the paper.
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Fig. 1. Generic industrial process scheme.

2. Mathematical framework and concept

2.1. Concept

The presentation of the developed model is conceptually separated
into two parts. The first part describes the processes which simulate
industrial plant operation. The idea is that the entire product refine-
ment from raw materials to end-product is simulated with various
intermediate steps. From the perspective of this paper, these pro-
cesses represent plant’s consumption of energy. They can be optimally
scheduled throughout optimisation horizon based on chosen objective
function. This means that the consumption can be shifted and we can
classify this part of the model as a price responsive demand response.
Fig. 1 shows an example of the process scheme for an industrial plant.
It contains three processes: one raw (input) material, two intermediate
materials and two final products. Raw material is refined in process 1
into intermediate materials which are later on refined by process 2 and
3 into final products. Processes can have different lengths as shown
in Fig. 1. Process with length of one is considered continuous which
means that it produces outputs in every time step. Other processes
are batch, meaning that they require more time steps to produce
an output (i.e. inputs are taken in time step ‘‘N’’ and outputs are
generated ‘‘l’’ time step later, where ‘‘l’’ is the length of batch process).
Second part of the model deals with scheduling of the devices used
to satisfy consumption of the processes. The devices can be powered
by different energy vectors, meaning the model can optimise shifting
between electricity and natural gas as fuels in order to minimise the
total cost and showcase the differences. However, the goal of the
developed model is to clearly identify the conditions in which full
electrification of the industrial plant is possible and financially feasible,
using hydrogen technologies and renewable energy sources. Detailed
mathematical model is explained in the following section.

2.2. Mathematical model

In the proposed model one optimisation step is equal to one hour
and the optimisation horizon varies depending on the scenario. A
detailed demand model of an industrial plant with process scheduling
is described further in this section. All continuous variables are positive
unless stated otherwise.

Eqs. (1) and (2) calculate the number of times that batch/continuous
cycles have started/finished at a specific time for the entire optimisa-
tion horizon using variables 𝛼 and 𝜔. In other words, if the length of
the process is 2 h and at time t it has been running for 3 h in total,
the start variable 𝛼 will contain the value of 2 and the finish variable
𝜔 will be 1. Materials are inputted into the process to be refined into
usable outputs. Process input can only be taken at the beginning of the
batch cycle and outputted only at the end. The minimum and maximum
amount of inputs is limited with constraints (3) and (4), where the
difference ‘‘𝛼p, t − 𝛼p, t-1’’ denotes whether the process has started or
not. Variable 𝜇p, t is used to track the volume of materials currently
being refined by the process which is enforced with constraint (5). This
is important due to dependency of other variables in the model on its

value (e.g. process consumption). Eqs. (6) and (7) set the total process
output at its end. Total output is always equal to total input, but the
input can be separated on multiple processes or even be noted as loss
based on the given parameters. Similar to the start, end of the process is
denoted with the expression ‘‘𝜔p, t −𝜔p, t-1 = 1’’. These two constraints
are if-then constraints, called indicator constraints, implemented in the
used Gurobi solver [39]. In short, if the term on the left side is true
then the constraint on the right side must be enforced, and if it is false
the constraint is not enforced. Process outputs are finalised at the end
of time 𝑡 which is modelled as the beginning of the next time step 𝑡+1.

(𝛼p, t − 1) ⋅ 𝑃 𝑙p + 1 ≤ 𝑡∑
𝑘=1

𝑥p, k ≤ 𝛼p, t ⋅ 𝑃
𝑙
p (1)

𝜔p, t ⋅ 𝑃
𝑙
p ≤ 𝑡∑

𝑘=1
𝑥p, k ≤ (𝜔p, t + 1) ⋅ 𝑃 𝑙p − 1 (2)

𝜇p, t ≤ 𝑃 I, max
𝑝 ⋅ (𝛼p, t − 𝛼p, t-1) (3)

𝜇p, t ≥ 𝑃 I,min
𝑝 ⋅ (𝛼p, t − 𝛼p, t-1) (4)

𝜇p, t = 𝜇p, t - 1 + 𝜇p, t − 𝜇p, t
(5)

𝜔p, t − 𝜔p, t-1 = 1 → 𝜇
p, t + 1

= 𝜇p, t (6)

𝜔p, t − 𝜔p, t-1 = 0 → 𝜇
p, t + 1

= 0 (7)

During the production some processes can be interrupted for a
certain amount of time, i.e. their production can be shifted without
endangering progress or impacting the quality of the end product.
Considering this, the process must always be in one of the three
possible states (off mode, operation mode or interrupted mode). After
the process has started its operation it must be either in operation mode
(𝑥p,t = 1) or in interrupted mode (𝜄p,t = 1) until it is finished, else it
is in off mode where both variables are equal to ‘‘0’’. To convey this
behaviour, Eqs. (8)–(10) are introduced. Eq. (8) ensures that the process
can only be interrupted when it is running, (9) ensures that the process
is either running or is interrupted and (10) ensures that if the process
is running at least one of the binary variables, 𝜄p,t or 𝑥p,t, must be equal
to 1. Eq. (11) defines the maximum length for process interruption at
the start of each batch cycle.

𝜄p, t ≤ 𝛼p, t − 𝜔p, t (8)

𝜄p, t + 𝑥p, t ≤ 1 (9)

𝜄p, t + 𝑥p, t ≥ 𝛼p, t − 𝜔p, t (10)

𝛼p, t − 𝛼p, t-1 = 1 →

𝑡+𝑃 𝑙+𝑃𝐷𝑙𝑖∑
𝑘=𝑡

𝜄p, k ≤ 𝑃𝐷𝑙𝑝 (11)

The load of the process depends on the state of the process at each
time step: off, operational or interrupted mode. While in the operation
state, the process is producing\refining the product and its consumption
is linearly dependent on the volume of material the process is working
on. The interrupted state considers that the process has started but
was halted in order to shift demand. In this state, the process can
have a fixed predefined consumption which is needed so the progress
of the process is not lost. For example in aluminium production, the
temperature must not fall below a certain threshold, so heating energy
is needed [40]. Each process can have 3 types of load needed for
product refinement, weather it is electricity to power devices such as
motors and assembly lines, heat for smelting or hydrogen for chemical
processing. Eqs. (12), (14) and (15) calculate the electrical, hydrogen
and heating load when the process is in operation, respectively. If the
process is interrupted fixed load is calculated with (13) and (16). When
the process contains hydrogen load we consider it as an exothermic
process that can be captured with a heat exchanger. This means that its
heat consumption becomes heat production. In this case corresponding
variable is initialised as a non-positive and Eq. (15) is multiplied with
‘‘−1’’.

𝑥p, t = 1 → 𝛽p, t = 𝜇p, t ⋅ 𝑃
𝐸𝑙,𝑘
p + 𝑃𝐸𝑙,𝑙p (12)
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𝜄p, t = 1 → 𝛽p, t = 𝑃𝐸𝑙,𝐷𝑝 (13)

𝑥p, t = 1 → 𝛾p, t = 𝜇s, p, t ⋅ 𝑃
𝑀𝑙,𝑘
p + 𝑃𝑀𝑙,𝑙

p (14)

𝑥p, t = 1 → 𝛿p, t = 𝜇p, t ⋅ 𝑃
𝐻𝑙,𝑘
p + 𝑃𝐻𝑙,𝑙p (15)

𝜄p, t = 1 → 𝛿p, t = 𝑃𝐻𝑙,𝐷𝑝 (16)

The proposed model considers two types of materials: raw and
intermediate materials. Both can be supplied to the process as input.
The raw material is acquired beforehand, while intermediate material
is produced in one of the processes within the observed plant and can be
used in another process. Final products are process materials that do not
need further refinement. Minimum and maximum available material
storage is defined with (17), (19) and (21). If an intermediate material
cannot be stored, minimum and maximum values are set to 0, which
means that the material must be used immediately after it is produced.
Eqs. (18), (20) and (22) connect storage (raw materials, intermediate
materials and final products respectively) with inputs and outputs from
the processes. Coefficients in ‘‘I’’ matrices used in mentioned equations
correspond to the ratio of materials; for example, if process 1 takes raw
materials 1 and 2 in ratio 60% and 40%, coefficients will be 𝐼𝑃𝐼−𝑅1, 1 = 0.6
and 𝐼𝑃𝐼−𝑅2, 1 = 0.4. The coefficients for other materials and products, not
used by this process, will be zero. Each storage has a defined initial
value (set in the hour 0). Both intermediate and final storage levels are
defined for every 𝑡 ∈ (𝑇 +1) so that the process that has finished in the
last hour 𝑇 can output their products in hour 𝑇+1. No other action takes
place at the time 𝑇 + 1. The initial value of the intermediate materials
must be at least equal to the intermediate material in the hour 𝑇 +1 as
shown in (23). The final product has the required volume that needs
to be produced at the end of the optimisation horizon (𝑇 + 1) defined
by (24). Additionally, the optimisation can be split into multiple days
where the above constraints can be defined for the end of each day
instead for the entire optimisation horizon.

𝑆𝑅,𝑚𝑖𝑛𝑖 ≤ 𝜎r, t ≤ 𝑆𝑅,𝑚𝑎𝑥𝑖 (17)

𝜎r, t = 𝜎r, t-1 −
𝑃∑
𝑘=1

𝐼𝑃𝐼−𝑅r, k ⋅ 𝜇k, t +
𝑃∑
𝑘=1

𝐼𝑃𝑂−𝑅r, k ⋅ 𝜇
k, t

(18)

𝑆𝐼,𝑚𝑖𝑛𝑟 ≤ 𝜏i, t ≤ 𝑆𝐼,𝑚𝑎𝑥𝑟 (19)

𝜏i, t = 𝜏i, t-1 −
𝑃∑
𝑘=1

𝐼𝑃𝐼−𝐼i, k ⋅ 𝜇k, t +
𝑃∑
𝑘=1

𝐼𝑃𝑂−𝐼i, k ⋅ 𝜇
k, t

(20)

𝑆𝐹 ,𝑚𝑖𝑛𝑓 ≤ 𝜐f, t ≤ 𝑆𝐹 ,𝑚𝑎𝑥𝑓 (21)

𝜐f, t = 𝜐f, t-1 −
𝑃∑
𝑘=1

𝐼𝑃𝐼−𝐹f, k ⋅ 𝜇k, t +
𝑃∑
𝑘=1

𝐼𝑃𝑂−𝐹f, k ⋅ 𝜇
k, t

(22)

𝜏f, T+1 ≥ 𝑆I,0 (23)

𝜐f, T+1 ≥ 𝑆F, min (24)

The industrial facility can satisfy the process consumption by using
various devices. Electricity consumption can be satisfied by purchasing
it from the electricity market or by generating it locally. Hydrogen
consumption is satisfied using local hydrogen production. Heat is also
produced locally from various technologies that will be presented later
in the paper. All of these devices in the model use at least four
general constraints. Two of those constraints limit the minimum and
maximum output power as shown in (25), except in case of the fuel
cell where input power is constrained. The other two constraints are
for minimum and maximum ramp rate of the device, shown in (26)
and (27). Variables and parameters for the electrolyser are used as an
example for these general constraints. Hydrogen storage is a bit more
specific. It still retains Eq. (25) for its input and output power in this
form. Maximum and minimum volume of hydrogen that can be stored
(SOH, state of hydrogen) is modelled to be equal to (25), but without
binary variables. Additionally, it requires a constraint (28) for tracking

the stored hydrogen. Also, it requires that the initial value is set and
that the SOH in the last hour is the same as initially set.

𝐸𝑚𝑖𝑛e,t ⋅ 𝑦e, t ≤ 𝑎e,t ≤ 𝐸𝑚𝑎𝑥e,t ⋅ 𝑦e, t (25)

𝑎e,t − 𝑎e,t-1 ≤ 𝐸𝑟𝑎𝑚𝑝𝑑𝑜𝑤𝑛e (26)

𝑎e,t-1 − 𝑎e,t ≤ 𝐸𝑟𝑎𝑚𝑝𝑢𝑝e (27)

𝜙𝑡 = 𝜙𝑡−1 + ℎ𝑡 − ℎ𝑡 (28)

Except for the above-mentioned general Eqs. (25)–(27), natural gas
boilers have an additional set of constraints in the model. They have
three different states, on state when it is in operation and two off states
termed as warm and cold and defined by (29). When the boiler shuts
down it transitions from on state to warm state from which it requires
less energy for a start-up. This transition is modelled by constraint
(30). When the cooldown time has passed and the boiler did not start
again, it must transition to cold state (31), meaning it will require more
primary energy to start up again. Eqs. (32) and (33) ensure that the
impossible transitions between states cannot happen, e.g., from cold to
warm state. When the boiler is starting, it requires additional energy
input depending if it is in warm or cold state. Constraints (34) and (35)
set binary variables 𝜈𝑏,𝑡 and 𝜅𝑏,𝑡 to 1 if the boiler has started from cold
or warm state, respectively. With (36)–(38), starting binary variables
are hard constrained so they can only be 1 in case of (34) and (35).
Total natural gas consumed by the boiler in each hour is calculated
using (39), considering operation and start-up consumption.

𝜖𝑏,𝑡 + 𝜁𝑏,𝑡 + 𝜃𝑏,𝑡 = 1 (29)

𝜁𝑏,𝑡 ≥ 𝜖𝑏,𝑡−1 − 𝜖𝑏,𝑡 + 𝜁𝑏,𝑡−1 − 𝜃𝑏,𝑡 (30)

𝜃𝑏,𝑡 ≥
𝑡∑

𝑘=𝑡−𝐵𝑐𝑑𝑡𝑏

(𝜁𝑏,𝑘 + 𝜃𝑏,𝑘) − 𝐵𝑐𝑑𝑡𝑏 − 𝜖𝑏,𝑡 + 1 (31)

𝜁𝑏,𝑡 + 𝜃𝑏,𝑡−1 ≤ 1 (32)

𝜃𝑏,𝑡 + 𝜖𝑏,𝑡−1 ≤ 1 (33)

𝜃𝑏,𝑡−1 − 𝜃𝑏,𝑡 ≤ 𝜈𝑏,𝑡 (34)

𝜁𝑏,𝑡−1 − 𝜁𝑏,𝑡 − 𝜃𝑏,𝑡 ≤ 𝜅𝑏,𝑡 (35)

𝜖𝑏,𝑡−1 + 𝜅𝑏,𝑡 + 𝜈𝑏,𝑡 ≤ 1 (36)

𝜃𝑏,𝑡 + 𝜁𝑏,𝑡 + 𝜅𝑏,𝑡 ≤ 1 (37)

𝜃𝑏,𝑡 + 𝜁𝑏,𝑡 + 𝜈𝑏,𝑡 ≤ 1 (38)

𝜒b, t = 𝑜b,t ⋅𝐵
𝑘
𝑏 + 𝜖b,t ⋅𝐵

𝑙
𝑏 + 𝜈b,t ⋅𝐵

𝑐𝑠
𝑏 + 𝜅b,t ⋅ 𝐵

𝑤𝑠
𝑏 (39)

The last group of equations connects all of the above mentioned
processes and devices. They are basically enforcing the law of energy
conservation. Consumed energy must be equal to produced and/or
bought from the market. The first Eq. (40) is summing electricity
consumption/production of all consumers (processes and electrolyser)
and producers (PV and fuel cell) while selling surplus or buying deficit
from the market. The next constraint (41) balances hydrogen, which
can be produced with electrolyser, stored or consumed in processes,
fuel cell or hydrogen boiler. The last balance Eq. (42) is for the heating
energy which is produced by boilers or the fuel cell and consumed in
processes. From these equations we can see how various energy vectors
are intertwined and interact with each other; e.g., fuel cell which can
be found in all three equations.

𝜋𝑡 =
𝐸∑
𝑘=1

𝑎𝑘,𝑡
𝜂𝐸𝑘

+
𝑃∑
𝑘=1

𝛽𝑘,𝑡 −
𝐺∑
𝑘=1

𝑑k, t ⋅ 𝜂
𝐺,𝑒𝑙
𝑔 − 𝑃𝑉 𝑡 (40)

𝑃∑
𝑘=1

𝛾𝑝,𝑡 =
𝐸∑
𝑘=1

𝑎k,t −
𝐺∑
𝑘=1

𝑑k,t − ℎ𝑡 + ℎ𝑡 −
𝐻∑
𝑘=1

𝑣𝑘,𝑡
𝜂𝐻𝑘

(41)

𝑃∑
𝑘=1

𝛿k,t =
𝐵∑
𝑘=1

𝑜k,t +
𝐺∑
𝑘=1

𝑑k, t ⋅ 𝜂
𝐺,ℎ
𝑔 +

𝐻∑
𝑘=1

𝑎𝑘,𝑡 (42)

The objective function is the cost minimisation of the operation;
in this case, it is equal to electricity and natural gas bought from the
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Fig. 2. Flowchart of the presented model.

market, as shown in (43). Fig. 2 summarises the logic and the assigned
modelling equations of the presented model and its various segments.
𝑇∑
𝑘=1

𝜋𝑘 ⋅ 𝐶
𝑒𝑙
𝑘 + 𝜒b, t ⋅ 𝐶

𝑔𝑎𝑠 (43)

3. Case study

3.1. Scenarios

Five different scenarios will be considered throughout the analysis.
All scenarios will have the same amount of PV for a fair comparison.
The same is valid for the capacity of the electrolyser, which is di-
mensioned to satisfy at minimum hydrogen consumption in the facility
processes. They are as follows:

• Initial scenario (S0) - Classic layout utilising natural gas boiler.
• First scenario (S1) - Hydrogen layout with electrolyser, hydrogen

storage and fuel cell.
• Second scenario (S2) - Hydrogen layout with electrolyser, hydro-

gen storage, hydrogen boiler and fuel cell with higher electrical
and lower heating efficiency.

• Third scenario (S3) - Hydrogen layout similar to S1 with higher
efficiency electrolyser, hydrogen storage and fuel cell

• Fourth scenario (S4) - Hydrogen layout similar to S2 with higher
efficiency electrolyser, hydrogen storage, hydrogen boiler and
fuel cell with higher electrical and lower heating efficiency

The initial scenario can be considered a classic layout found in
industrial plants. Scenarios S1 to S4 incorporate hydrogen technologies
in order to lower the emissions of the plants. S1 and S3 have similar
layouts where the fuel cell is used for electricity and heat production,
while S2 and S4 have a combination of the fuel cell and a hydrogen
boiler. The efficiencies of the fuel cell varies such that in S1 and S3,
its dimension is defined by the heat production, while in S2 and S4, its
dimension is defined by the electricity production.

Across these four scenarios, we will also consider two different
electrolyser types. The first one (in S1 and S2) represents an older
type that was already part of the industrial plant, while the second
one (S3 and S4) represents a new technology. Layout and interaction
between energy vectors and consumption sectors is shown in Figs. 3
and 4, where electricity vector is marked in blue, gas vector in yellow,
heat vector in orange and hydrogen vector in grey. It is noted next
to the names of various elements in which scenarios are used. When
no scenario is mentioned, means that they appear in all observed
scenarios. Consumption sectors represent demand from processes that
will be explained in the next subsection.

Fig. 3. Device layout of the industrial plant for S0.

Fig. 4. Device layout of the industrial plant for S1–S4.

Table 1
Process electricity and heat consumption.

Process number 1 2 3 4 5

Electric consumption
(MWh/t)

0.4 0.55 0.9 0.8 0.6

Heat consumption
(MWh/t)

0.7 0.5 0.3 0 0.5

3.2. Input parameters

The layout of the processes in the industrial facility is shown in
Fig. 5. It is composed of five processes, set in sequential order. One
raw material, four intermediate materials and one final material can
be identified in the figure. Raw material has to pass through all five
processes to become the final product, denoted with arrows. The length
of each process is shown in the brackets next to the process sequence
number. Processes 2 and 5 are classified as continuous while the
rest are defined as batch. Process 4 is the only one with hydrogen
consumption and heat recovery system consuming 1 MWh of hydrogen
per ton of material processed with heat recovery of 0.2 MWh/t. All
other processes have electrical and heat consumption dependent on the
materials processed, as shown in Table 1. The amount of input and
output materials for each process are limited to 5 tonnes. There is a
sufficient amount of raw materials to produce the required volume of
the final product. All intermediate materials start at 0 capacity at the
beginning. The optimisation is run for three days (72 h) with a step of
one hour. This setup is chosen to suit the resolution used in European
day-ahead spot markets, capturing all the relevant processes for the
industrial facility but still being computationally feasible. Total amount
of the required final product is 60 tonnes, while there is an additional
requirement that 20 tonnes are produced each day (at the end of each
24-hour period). To produce one ton of the final material, 3.25 MWh
of electricity, 1.55 MWh of heat and 1 MWh of hydrogen are needed
while recovering 0.2 MWh of heat.

All scenarios contain a PV system whose curve is generated us-
ing [41,42] and is shown in Fig. 6. The initial scenario (S0) contains
a boiler sized so it can produce enough heat needed at any time, with
rated power of 50 MW. The parameters of its efficiency curve are 1.12
for the slope and 1 for the y-intercept. All the other heat-producing
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Fig. 5. Process layout of the industrial plant.

equipment (mainly fuel cells and hydrogen boilers) are also sized so
they have roughly the same heat production as a natural gas boiler.
The output power of the electrolyser is 25 MWh with the efficiency
of 66% [43], used in S1 and S2. Since there have been reports of a
higher efficiency electrolyser technologies, we decided to incorporate
the one with the efficiency of 80% [44] into our analyses in S3 and
S4. Hydrogen storage is the same for all scenarios and can store up
to 300 MWh of hydrogen with the maximum input and output power
of 300 MW if needed. Two different fuel cells are used, both with an
input power of 100 MW. The first one has electric efficiency of 37% and
heating efficiency of 52%, used in S1 and S3. This fuel cell is chosen
due to a better fit with the heat consumption of the industrial facility.
The second fuel cell has a higher electric efficiency of 47% and lower
heat efficiency of 36% (used in S2 and S4) and is constructed to work
in conjunction with the hydrogen boiler [45]. The last hydrogen device
is a boiler with an output power of 50 MW and efficiency of 85%, used
in S2 and S4. Although hydrogen boilers that use only hydrogen are not
yet commercially available they are considered to get a comprehensive
insight into all future options. Device sizes were chosen iteratively so
they can cover required consumption by the industrial processes in all
time steps, without making them oversized. We do not claim these sizes
are optimal, but that they are sufficient for purposes of the industrial
plant. Natural gas prices are taken from [46] and electricity prices
from Croatian power market [47]. Both prices are taken from late 2021
(before the rapid increase in prices in 2021 in Europe). Natural gas
price is equal to 90 e/MWh and electricity price can be seen in Fig. 7.
The case studies for sensitivity analyses are created by taking two base
prices and multiplying them with a selected factor. This means the
natural gas price multiplier goes from 0.5 to 3 with a step of 0.5 (6
prices in total), while the electricity price multiplier goes from 0.5 to 2
with a step of 0.5 (4 prices in total). When combined, there are 24 cases
in total. Historically, electricity and natural gas prices had a certain
correlation between them, but are lately becoming more decoupled
from one another especially in the European Union [48,49]. The above-
described price scenarios are not designed to reflect fully realistic
scenarios, but to capture past and future trends and ratios of natural
gas and electricity prices. Lastly, the specific CO2 emission intensity
for electricity bought from the electricity market is 133 kg/MWh [50]
and for natural gas is 386 kg/MWh [51]. Nitrogen oxide (NO𝑥) and
carbon monoxide (CO) are produced locally by burning natural gas
with specific emissions being 0.2 kg/MWh for NO𝑥 and 0.04 kg/MWh
for CO. Please note that model is created in a way that parameters
and layout of processes are easily changed and adjusted for different
industrial plants and are not limited to ones presented in our case
study. Parameters for devices used to cover consumption can be easily
changed and they can be removed or added when needed. The model
also leaves room for the implementation of various features, devices,
etc., considering that they can be modelled appropriately.

4. Discussion on the reduction of GHG emissions

In this Subsection we will analyse the impact of hydrogen decar-
bonisation of the industrial facility on energy exchange with a grid
and on greenhouse gas emissions (CO2, NO𝑥 and CO). Due to brevity
we will focus only on scenarios S0 and S1 (as representatives of
traditional natural gas and modern decarbonised layouts), with two
different capacities of installed PV and with two different electricity
trading policies. We choose to showcase GHG emission analysis only
for S1, as we believe it to be sufficient to show all effects of it and
keep analysis efficient and well organised. Also, we chose exactly S1

Fig. 6. Photovoltaic production.

Fig. 7. Base electricity prices.

as it was the worst option out of four observed scenarios, as will be
shown in economic analysis. Two different PV capacities are: (i) higher
PV capacity with the production curve shown on Fig. 6 and (ii) lower
PV capacity which is 50% of PV capacity in (i). Two different trading
policies refer to: (i) trading on the electricity market as explained in
Section 3 and (ii) the same strategy as in (i) with the penalisation
of the sold electricity aiming at maximisation of local consumption.
Penalisation of energy injected back to the grid effectively raises self
sufficiency of the system and lowers emissions accordingly. Above
mentioned scenarios are not necessarily economically optimal but are
created to showcase possibilities of hydrogen as an energy vector and to
be in line with the recent trends in different countries where many end-
users, including industry facilities, are looking into becoming more grid
independent and sustainable regardless the cost optimality criteria. The
total calculated CO2 emissions are the result of two specific processes.
The first one is caused by burning natural gas in the boiler and emitted
from the industrial plant. The second one is the indirect one and is a
result of purchasing electricity from the market (which is dependant
on the energy mix). The NO𝑥 and CO emissions are only produced by
burning natural gas.

Tables 2 and 3 show the results for total import/export of electricity
and natural gas and total CO2 emissions for all cases. A general obser-
vation from both tables, as expected, is that S0 scenario creates higher
emissions than S1. S1 scenario has significantly lower CO2 emissions
primarily as it does not relay on the natural gas for heat production
as it can use hydrogen as an alternative and produce zero NO𝑥 and
CO emissions. As a result there is an increase in S1 electricity import,
used for the consumption of the electrolyser to produce hydrogen.
Since the specific CO2 emissions of electricity are lower than that of
natural gas, even when taking into account the efficiencies of boiler and
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Table 2
Results comparison without penalised export.

Scenario PV Electricity
import (MWh)

Electricity
export (MWh)

Natural gas
import (MWh)

Total CO2
emissions (kg)

S0 Lower 299.16 138.55 283.08 149057.2
S1 Lower 764.28 180.84 0 101649.2
S0 Higher 209.12 498.72 280.84 136217.4
S1 Higher 636.8 503.57 0 84693.8

Table 3
Results comparison with penalised export.

Scenario PV Electricity
import (MWh)

Electricity
export (MWh)

Natural gas
import (MWh)

Total CO2
emissions (kg)

S0 Lower 197.91 37.3 485.91 137489.6
S1 Lower 583.44 0 0 77596.9
S0 Higher 89.75 379.35 374.39 121808.4
S1 Higher 133.23 0 0 17719.23

Table 4
NOx and CO emissions.
S0 No penalised export Penalised export

PV Lower Higher Lower Higher

NOx (kg) 56.62 56.17 97.18 74.99
CO (kg) 11.32 11.23 19.44 14.99

electrolyser, total emissions are lowered in S1 as oppose to S0 across
all cases; as shown in Tables 2 and 3.

In the case of higher capacity of local PV, both S0 and S1 have
lower overall emissions compared to lower PV capacity as they sell the
surplus of locally produced electricity and therefore offset the emission
from imported electricity. In the first analysis, ((Table 2) CO2 emissions
reduction is 31% and 37% for lower and higher PV, respectively, while
for the second analysis (Table 3) is 43% and 85%.

However, when comparing counterpart scenarios between these
two analysis, lower emissions are found in Table 3. In the analysis
where exporting electricity is penalised, the results suggest higher local
utilisation of PV as selling excess electricity is a less profitable option. In
S1 scenario all electricity produced from the PV can be utilised locally
as there is sufficient flexibility in form of consumption, elecrolyser and
fuel cell scheduling; this is shown with the export of electricity equal to
‘‘0’’. On the other hand, S0 is not able to fully utilise locally produced
PV electricity as there is a lack of flexibility due to usage of natural gas
boiler as producer of heat.

The importance of local emission reduction is that its impact is
much higher on the industry facility workers and their health as well
as local population living in the proximity of the industry facility [52].
Considering only expected CO2 emissions reduction, hundred millions
fewer premature deaths worldwide could be mitigated as reported
in [53]. Table 4 shows NO𝑥 and CO emissions for S0. These emissions
are only effected with natural gas consumption, meaning they are
higher in a case with penalised export when the natural gas import
is higher. These emissions are shorter range emission particles, with a
range of up to 200 km. NO𝑥 and CO emissions are fully mitigated when
we replaced the locally burned fossil fuels with hydrogen.

From the emission reduction point, hydrogen technologies displace
emission production to electricity producers. This entails that the ex-
act emissions the industrial plant is responsible for are not exactly
known at any given time, therefore average emissions are usually
used. These specific emissions are highly dependent on the energy mix
and will deeply vary from country to country. However, with current
trends of increase in renewable energy sources and shutdown of high-
emission power plants, specific emissions will surely drop in the future.
This entails that the proposed industrial plant will have lower total
emissions.

Fig. 8. Sensitivity analysis comparison of S0 and S1.

5. Economic aspects of decarbonised industry facility

As a baseline for all conducted sensitivity analyses, we consider
the standard natural gas layout, or business-as-usual industry facility
layout, defined as S0. The sensitivity analyses of different electricity
and natural gas price ratios conducted in this subsection focusing on
two main aspects for four hydrogen scenarios (S1–S4):

• are compared to the scenario S0 in order to validate economic
feasibility of hydrogen technology in the observed industry facil-
ity.

• are compared to each other to understand how different technical
characteristics of hydrogen equipment and their configuration
impact the capability and flexibility of the industry facility to
adopt to market price changes and disturbances.

5.1. Cost comparison: S0 vs S1–S4

In the transition to zero carbon energy system, green hydrogen is
recognised as a pillar enabling this, especially with the energy intensive
industry. However, the costs of the technology do not yet justify the
investments. Here we focus on the operational aspects and discuss and
analyse under which market conditions and prices does the replace-
ment of the natural gas equipment with hydrogen becomes viable. To
conclude, we conducted a sensitivity analysis comparing each defined
hydrogen scenario (S1–S4) with the baseline natural gas scenario (S0).
The optimisation for all scenarios (S0–S4) is conducted for 3 represen-
tative days and a range of natural gas and electricity prices. In total,
24 gas–electricity price cases are observed with different multipliers
modifying the base price curve, as shown in Section 3.2. Used natural
gas and electricity prices and their ratios are designed with the aim
to define the points where the operational cost curves of S0 and S1–S4
intersect. These intersections define operating cost price parity between
natural gas and hydrogen technology and can be seen as feasible points
for hydrogen investments.

The results of 24 simulated cases, comparing S0 and S1, are shown
in Fig. 8. Indicating that S1 has better results in 6 of natural gas–
electricity price cases (25%), mostly when the natural gas price is very
high (average price between 180–270 e/MWh) and electricity price
is very low (average price of 90 and 180 e/MWh). Similar natural
gas–electricity price logic and comparison of S0 with S2 is shown on
Fig. 9 where S2 shows better results in 9 out of 24 cases (37.5%) and
very similar results in two natural gas–electricity price cases. Fig. 10
is comparison with S3, where 12 out of 24 natural gas–electricity price
cases are better (50%), with one case having similar cost. An interesting
observation can be made here on the difference in the slope of the
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Fig. 9. Sensitivity analysis comparison of S0 and S2.

Fig. 10. Sensitivity analysis comparison of S0 and S3.

Fig. 11. Sensitivity analysis comparison of S0 and S4.

surface, where S0 has a much steeper slope, meaning that in S0 the
industry facility is at much higher risk with regards to market prices
than S3. Finally, in Fig. 11 a comparison is made between S4 and S0.
S4 outperforms S0 in 14 out of 24 natural gas–electricity price cases
(58%) and has very similar values in two other natural gas–electricity
price cases. Same argumentation as with S3 can be used here, in terms
of market price exposure.

5.2. Cost comparison: among S1–S4

In this analysis, we will compare all hydrogen scenarios (S1–S4) to
each other to check how the hydrogen equipment configuration impacts

Fig. 12. Sensitivity analysis comparison of S1–4.

the overall industry facility exposure to changing energy prices. The
results are visualised for all scenarios and prices as operational costs
in Fig. 12. For easier understanding, one should keep in mind that the
equipment layout in scenarios S1 and S3 and scenarios S2 and S4 is
the same, as described in Section 3, with different efficiencies of the
selected equipment. It also needs to be noted that the industry facility
operation is heat driven, meaning that electricity from the fuel cell is
treated as a byproduct and not correlated with local electricity demand.

Fig. 12 shows that higher efficiency electrolyser scenarios, S3 and
S4, are characterised with the reduction of operational costs as prices
of natural gas and electricity increase, exploiting the benefits of selling
excess electricity at high electricity market prices (lower losses and
higher flexibility). In opposite, since in S1 scenario there is no excess
electricity produced, this scenario observes higher operational costs
with the increase in natural gas and electricity prices. Interestingly,
the S2 scenarios is least affected by the change in prices meaning the
dimensioning of the units and heat and electricity ratio in that layout
is most resilient to the price disturbances in the market.

The operational cost differences are very low between the four
scenarios (S1–4) in case of overall low electricity and natural gas prices
(average is 90 e/MWh for electricity and 45 e/MWh for natural gas).
However, the differences increase to 45,000 euros between S1 and S4
for three-day optimisation in cases of higher electricity and natural
gas prices (average is 360 e/MWh for electricity and 270 e/MWh
for natural gas). Most of the differences between scenarios can be
explained by efficiencies in heat production which directly affect the
import of electricity. Heat is produced from hydrogen in either a fuel
cell or a boiler. The fuel cell has lower heat production efficiency than
the boiler, but additionally produces electricity. In S1 and S3 the fuel
cell is the only way of producing heat, meaning electricity is produced
as a side effect of heat production and is not always sold at the optimal
market price. Fig. 13 shows the average power schedule of the fuel
cells and the boilers in all scenarios for one set of prices (average
electricity price of 180 e/MWh). In S2 and S4, there is a possibility
of using multiple devices which leads to the decoupling of heat and
electricity production making them independent from one another.
It clearly shows that heat production from hydrogen boilers is price
optimal option over fuel cells when combined in the selected scenarios
(S2 and S4). This conclusion is stemming from the fact that the area
beneath fuel cell curves is much lower than boiler curves. The needs for
heat production from these devices are greater than electricity needs.
According to results of optimisation the boiler is a better alternative,
because of higher heating efficiency. Also, there might be an abundance
of electricity sources to draw from to satisfy consumption while it is not
beneficial to sell it. This also goes to show that electricity production
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Fig. 13. Fuel cell and boiler average power schedule in S1, S2, S3 and S4.

from fuel cells is not that effective in terms of levelling the marginal
cost of low-efficiency heat production.

5.3. Discussion on the economic analysis

It was shown in the results Section 5.1 how hydrogen industrial
systems compare with classical natural gas based industrial systems
from the economic perspective. Analysis concluded that hydrogen tech-
nologies can rival classically inexpensive natural gas technologies in
industrial application under specific natural gas–electricity price cou-
ples. It was also shown that with newer technologies (e.g. more efficient
or new technology of electrolyser and hydrogen boiler) overall cost
shifts significantly in the favour of hydrogen. Comparison between dif-
ferent hydrogen scenarios (S1–S4) showcased possibilities of different
technologies and layouts. In conclusion, S1 did not have the means
to adapt to rising prices while S2, S3 and S4 managed to perform
better with higher flexibility for electricity import and export. Higher
efficiency of hydrogen technologies and their commercial availability
would further decrease the operational costs. However, with already
existing technologies and their efficiencies, adequate dimensioning
and electricity-to-heat ratios can make an industry facility resilient to
market price changes. Decoupling of electricity and heat production
through usage of boiler was proven as a better option than concurrent
production from fuel cell. Results presented in the paper should be
taken somewhat conservatively. Some of the analysed scenarios are
made assuming future hydrogen technologies’ development as well as
their future performance. Although these assumptions are backed up
by the literature, it is uncertain how these technologies will develop
in reality. Future price trends are impossible to predict; the price of
gas and electricity might stagnate at current levels or return to former
values. For these reasons the values in the analyses should not be
considered as estimates or predictions, but rather as sensitivity analyses
covering various future alternatives. There are also future possibilities
for participation in different energy spot markets, for example on ancil-
lary services, balancing or intraday markets, where internal flexibility
can be further exploited for profit. This would, even more, built the case
for the transition to hydrogen due to its flexibility potential, however,
such analyses are out of the scope of this paper and part of future
work. Another limitation of the paper is omitting the uncertain nature
of PV production. Including PV uncertainty would make an impact
on the results but could also push hydrogen layout scenarios to even
higher profitability, once again, due to the additional flexibility they
can provide. Hydrogen layouts would have an easier time compensating
for the intermittent nature of PV production to reduce charges for the
imbalance such production might create. Further flexibility provision
is something that we plan to investigate in our future work.

6. Conclusion

The paper proposes an optimisation model and brings systematic
analysis of decarbonisation strategy for multi-energy intensive indus-
trial consumers replacing natural gas with emerging hydrogen tech-
nologies. Various different hydrogen layouts are presented and com-
pared to traditional natural gas based layout. They consist of electrol-
ysers with different efficiencies, hydrogen storage and a combination
of fuel cell and hydrogen boiler for heat production. The models of
different industry facility setups are cast as mixed integer linear opti-
misation model considering price responsive demand response process
scheduling and energy device scheduling to satisfy consumption needs.
Sensitivity analysis is conducted on the basis of different prices of
electricity and natural gas comparing total costs of industrial plants
with different layouts. The main findings are the following:

1. For lower electricity prices (average of 90 and 180 e/MWh) and
higher natural gas prices (180 to 270 e/MWh), hydrogen layout
brings lower costs in all cases compared to natural gas layout,

2. Newer hydrogen technology with higher efficiency and with fuel
cells designed for higher electricity production reaches lower
costs when compared with natural gas technology in 58% of the
observed cases,

3. Combination of local renewables and flexibility from hydrogen
technologies makes the industrial facility more resilient to en-
ergy price increases, seen as a less steep slope on sensitivity
analysis figures,

4. Integration of hydrogen technologies significantly decreases to-
tal CO2 emissions of the industrial facility are between 30% and
85% (depending on electricity trading policy and size of PV), as
well as it completely removes all local greenhouse gas emissions
(CO2, NO𝑥 and CO),

5. Hydrogen technology flexibility can increase the level of self-
supply as it can bridge the difference between local consumption
and production as well as help with the integration of renewable
energy sources.
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Abstract: With the restructuring of the power system, household-level end users are becoming more
prominent participants by integrating renewable energy sources and smart devices and becoming
flexible prosumers. The use of microgrids is a way of aggregating local end users into a single entity
and catering for the consumption needs of shareholders. Various microgrid architectures are the
result of the local energy community following different decarbonisation strategies and are frequently
not optimised in terms of size, technology or other influential factors for energy systems. This paper
discusses the operational and planning aspects of three different microgrid setups, looking at them as
individual market participants within a local electricity market. This kind of implementation enables
mutual trade between microgrids without additional charges, where they can provide flexibility
and balance for one another. The developed models take into account multiple uncertainties arising
from photovoltaic production, day-ahead electricity prices and electricity load. A total number of
nine case studies and sensitivity analyses are presented, from daily operation to the annual planning
perspective. The systematic study of different microgrid setups, operational principles/goals and
cooperation mechanisms provides a clear understanding of operational and planning benefits: the
electrification strategy of decarbonising microgrids outperforms gas and hydrogen technologies by a
significant margin. The value of coupling different types of multi-energy microgrids, with the goal of
joint market participation, was not proven to be better on a yearly level compared to the operation
of same technology-type microgrids. Additional analyses focus on introducing distribution and
transmission fees to an MG cooperation model and allow us to come to the conclusion of there being
a minor impact on the overall operation.

Keywords: microgrids; decarbonisation; uncertainty; renewable energy sources; electricity market;
energy vectors

1. Introduction

Renewable energy sources (RES) are integrated closely with end users, i.e., in a dis-
tribution grid, they are key components in the energy transition and decarbonisation of
the power system. The smart coordination of RES, along with the controllable assets of
consumers, can unlock new flexibility options and transform passive end users into active
market participants [1]. The effect can be further amplified by the integration of differ-
ent multi-energy vectors, such as electricity, gas and hydrogen. The smart operation of
multi-energy systems (MESs) implies the incorporation of different energy vectors that
complement each other by shifting and storing energy in different forms [2]. Subject to
a combination of energy sources and energy vectors, geographical specifics and supply–
demand patterns, MESs can contribute to the integration of variable RES, cost minimisation,
increased self-sufficiency, the decarbonisation of local energy systems and an increased
potential for providing system services [3]. There is a wide variety of MES flexibility op-
tions, including: demand response (DR); energy storage systems, such as batteries (BESSs)
and heat storage; and energy conversion devices, such as combined heat and power units
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(CHP), heat pumps (HP) and power-to-hydrogen systems (P2H). They can be of different
sizes, from local end users [4] to district-level systems, such as microgrids (MGs) [5], virtual
power plants [6] or energy communities on local or regional scales [3].

MGs are clusters of distributed energy sources, energy vectors and controllable and
passive loads, which can act as a single entity. MGs can operate in parallel with the
main grid but can also switch to autonomous island mode for a certain period of time [7].
The objectives for the formation and operation of MGs are to fulfil the desired needs of
the stakeholders, who can require the increased security of the supply, the prevention
of additional investment in grid infrastructure in remote areas, better asset management
and, in some cases, lower operational costs. A conceptual principle states that the more
flexibility options an MG has, the more likely it will be that it achieves most of its objectives.
Ideally, MGs would have technologies suited for any event that appears in the grid and on
the market, which could be achieved by using a combination of several energy vectors. In
practice, MGs are planned based on the investment costs of the technologies, their rate of
return or the preferences of the MG operator or stakeholders. In other words, MGs focus on
certain pathways and sets of technologies, e.g., photovoltaic systems (PVs), BESSs and HPs.
Each set of technologies has advantages and shortcomings, such as sensitivity to electricity
prices or sensitivity to BESS capacity during low electricity production from PV panels
(e.g., in winter months). Cooperation between multiple MGs that have different methods
of producing energy (e.g., CHP plants) and alternative energy vectors could be beneficial.
The goal of this paper is to research the benefits of the cooperation of a cluster of MES MGs
and the effects it has on their ability to adjust to uncertain market environments.

As shown in Section 2, most of the existing literature focuses on a single MG or MGs
with similar architecture and thus, does not analyse the value or importance of different
energy vector MGs nor the potential implications of MG cooperation on the reduction in
the risks of uncertainty. Thus, this paper’s contributions are summarised below:

• We developed an annual deterministic model to showcase the value of clustered MES
MG cooperation based on mutual support and joint market participation compared to
individual cases. The model incorporates mutual energy exchange with no charges
between the MGs.

• Further, we developed a two-stage stochastic mixed-integer linear optimisation model
for the day-ahead scheduling of multiple microgrids, with which the interaction
between different multi-energy microgrids was analysed, focusing on the MES value
in alleviating the variability and uncertainty of demand, price and RES production.

The rest of the paper is organised as follows: a literature review is provided in Section 2;
the model formulation is described in Section 3; case studies are presented in Section 4; the
results are outlined in Section 5; and Section 6 lists the main conclusions of the the paper.

2. Literature Review

MESs have been researched through various concepts and models [3], mostly with
a focus on the methods for the planning and sizing of MESs [8] or their operation and
management considering different flexibility options [9]. Mancarella et al. [10] provided a
comprehensive overview of MES approaches from different viewpoints and assessment
methods. A techno-economic evaluation of the flexibility of MESs, taking into account
investment costs and environmental implications, is outlined in [11]. A modelling frame-
work and potential use cases of an MES as an ancillary service provider were researched
in [12]. Many other papers deal with the modelling and analysis of optimal sizing and
operation [13,14] or the dynamics of individual MGs [15].

The coordinated operation of several different MGs in an uncertain environment
(electricity price, RES production and energy demand) has been a subject gaining increas-
ing attention. However, gaps in the literature are still present, especially in terms of the
cooperation of MES MGs and the potential complementarity of energy vectors. Danesh-
var et al. [16] proposed a chance-constrained optimisation model of an MG cluster. Four
different energy trading models were developed for 16 MGs with the same architecture



Energies 2022, 15, 1317 3 of 17

but of different sizes. Electricity price and PV production were included as the only un-
certainty parameters. It was shown that an MG can obtain both individual and collective
benefits when joined in a cluster and operated under the proposed transactive energy
scheme. The models included electricity storage and thermal energy storage as flexibility
options in MES MGs, without the hydrogen energy vector. A multi-objective coordina-
tion of several MGs is presented in [17] with the objectives of cost minimisation and the
maximisation of grid independence. It was shown that the cooperation of MGs has the
potential to provide savings in greenhouse gas emissions and improve the independence
performance index. This approach involved RES production as a stochastic parameter
but observed electricity as the only energy carrier, utilising the wider potential of MESs.
The free energy trading of MGs, where MGs achieve cost savings based on the transactive
energy market, is outlined in [18]. MGs were modelled to achieve 100% RES generation
from solar PVs and wind power. It was designed as a combination of IGDT (info-gap
decision theory) and stochastic programming, where RES generation was integrated as a
stochastic parameter. Khorasany et al. [19] presented a competitive local peer-to-peer (P2P)
market for energy trading between multi-carrier energy hubs. In the proposed approach,
each energy hub individually optimised its day-ahead schedule before they competed
on the local energy market. The uncertainty of prices, energy generation and demand
were considered in the day-ahead scheduling of the energy hubs. The framework could
include electricity, heat, gas and cooling networks. The hydrogen energy vector was not
included. A different perspective and framework were utilised by Morteza et al. [20], who
observed a MES retailer that competed in different energy markets with the goal of trading
energy bilaterally between consumers. That way, the market risk was transferred from
the consumers to the retailer. Their proposal dealt with electricity price and consumption
uncertainty from the retailer’s perspective using a hybrid robust-stochastic approach. A
Lyapunov optimisation framework for energy trading between MES MGs is presented by
Zhu et al. [21]. Energy trading was modelled as a double-auction mechanism where MGs
submitted buying/selling volumes and prices to an external auctioneer, who afterwards
determined the accepted prices and allocated energy to the MGs. It was shown that the
inclusion of energy trading between MGs that integrate hydrogen storage and fuel cell
vehicles can reduce costs for individual MGs through the proposed method. The MES MGs
consisted of the same technologies but with different capacities. Karini et al. [22] proposed
an optimisation for energy transactions in multi-MG systems based on a bilevel-leader-
multi-follower approach. Here, the uncertainty of RES and market prices were integrated
with the model based on scenario generation and scenario reduction techniques. The model
showed the efficiency in terms of independence index, energy not supplied and greenhouse
gas emissions. The analysis observed only the electricity energy vector. Yang et al. [23]
applied the alternating direction method of multipliers (ADMM) algorithm to achieve the
distributed optimisation of energy sharing between multi-energy complementary MGs,
under which electrical and thermal energy could be shared. The energy production of
PVs and loads was modelled as uncertain and the framework foresaw the inclusion of
combined cooling, heat and power (CCHP) systems, PVs and demand-side management
(DSM) resources, such as EVs/ESSs and thermostatically controlled loads (TCLs). The
hydrogen energy vector was not part of the analysis, nor was it included in the research
carried out by Cheng et al. [24], who developed a bilevel two-stage framework based on
transactive control to achieve the optimal operation of interconnected MESs. At a lower
level, each MES defined the setpoints of the flexibility options based on the minimisation
problem, while at the upper level, a coordinator was responsible for the minimisation of
the total costs of the interconnected MESs whilst respecting the transformer’s limitations.
The exchange of electricity between MESs was included in the modelling framework, while
the stochastic nature of RES was dealt with by a rolling horizon optimisation. It was shown
that the approach is effective in solving the optimisation problem and that the cooperation
of MESs can achieve a high local accommodation of RES compared to autonomous cases.
A decentralised incentive-based MES trading mechanism for a cluster of CCHP-based MGs
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was proposed in [25]. Here, MES MGs were grouped in a cluster and an incentive-based
trading mechanism was applied to facilitate multi-energy trading among the neighbouring
MGs. The method did not consider a coordination centre, rather it applied the ADMM
decomposition technique while Nash bargaining theory was used to determine the benefits
achieved by each MG. The benefits were allocated based on the designed payment chain.
The results demonstrated that the clustering and implementation of multi-energy trading
can lead to benefits for individual MES MGs. Here, only the uncertainty of electricity
production from PVs and wind power was modelled, and no use of hydrogen energy
vector was foreseen. A two-step optimisation strategy for the energy management of an
MG is presented in Naz et al. [26]. The paper considered an MG system with similar MGs,
only considering electricity as an energy vector. The scheduling strategy was divided into
local and global scheduling. Local scheduling was conducted first, where each MG was
optimised separately. Afterwards, they communicated their surpluses and deficits in a
global scheduling optimisation where local trading was preferred over grid trading, which
was only used if needed, thereby improving the self-sufficiency of all MGs. Smith et al. [27]
provided a comprehensive review of the possible algorithms concerning MG cooperation
control from the standpoint of practical usage. Several different application areas were stud-
ied, such as: secondary voltage and frequency control; load sharing; network utilisation;
remedial action schemes; and economic dispatch and scheduling.

Khorasany et al. [28] provided an overview of potential designs for local energy trad-
ing and market clearing approaches. The provided classification of papers, in terms of
addressing network constraints, showed that, roughly, more than half of the papers did
not consider the network constraints in the design of the market clearing models and the
scheduling of the flexibility options. There are different approaches possible for addressing
the network constraints—from considering the external role of the DSO to accepting or
rejecting orders during the period between the gate closure and the energy exchange, as pro-
posed by Zhang et al. [29]. The wholesale energy market organisation was reflected upon
in this study; however, distribution grid complexity may have a significant requirement
for DSOs in order to supervise transactions between many MGs simultaneously, especially
considering the recent trend of shortening the trading intervals. Other approaches work
on the integration of distribution network constraints in market clearing and scheduling
mechanisms. A comprehensive review of the impacts of LEM integration into power sys-
tems [30] showed that the integration of network constraints could be carried out through
power flow equations, network tariff signals or power loss signals. Further, it highlighted
the importance of including the DSO in a decision making process and market mechanism,
since it has access to crucial grid information. The impact of peer-to-peer trading between
end users from the same neighbourhood on a distribution network was studied in [31].
They concluded that local trading leads to the better utilisation of network assets and a
reduction in network losses. In their case, local trading did not have a significant impact on
network performance, but the authors concluded that further analyses are still required.
Another important aspect to consider in MG operation is voltage and frequency control.
Pilehvar et al. [32] proposed a PV-based smart inverter system that improved dynamic
response by lowering voltage and frequency deviations during transients.

Local energy trading and control in MGs need communication networks to achieve
data exchange and stable MG operation. The authors of [33–35] focused on review of ICT
infrastructure that is applicable for the MGs. Moreover, the authors of [36–39] proposed
different simulation methods for evaluating the performance of ICT infrastructures and
their impact on electric power grids. Communication interfaces should allow bidirectional
communication between different controllers [35]. The communication nodes in MGs
are created by adding ICT capabilities to the underlying distributed energy resource or
component and, in that way, upgrading them to intelligent electronic devices (IEDs) [40]
so that they can exchange data and/or control commands. Communication protocols
are used to ensure accurate data exchange between communication nodes. A protocol
suite consists of layers with an assigned set of functions using one or more protocols [40].
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Therefore, data communication networks are usually based on protocol levels according
to ISO-OSI (International Standards Organisation/Open Systems Interconnect reference)
models [35]. The usual past and present MGs use centralised IA based on a central con-
troller communicating with all MG resources and making decisions. The control is usually
implemented by the supervisory control and data acquisition (SCADA) systems [35] that
use the enhanced performance architecture (EPA) model [40]. Currently, the visible trend
is towards the use of new communication technologies based on the Internet or on the
Common Information Model (CIM). The Internet architecture is based on TCP/IP proto-
col (Transmission Control Protocol and Internet Protocol), which is an effective way of
achieving end-to-end communication [35]. This fact led to the evolution of the above-listed
protocols towards the Modbus/TCP, DNP3 over TCP and Profinet and allowed them to
be integrated into SCADAs. They benefit from the TCP/IP protocol and build upon its
capabilities. Communication technologies are used for data transfer between the communi-
cation nodes (which are organised under the particular communication architecture), while
the data are structured and exchanged in line with the communication protocols. There is a
number of communication technologies with corresponding pros and cons [41], and they
can generally be classified into wired and wireless technologies [40]. Historically, wired
communication technologies have been used in the electrical grid as opposed to wireless
technologies because of its increased reliability, security and bandwidth properties [35].
However, an important drawback of wired technologies is the higher deployment cost,
which is becoming more important due to the ever-growing need for data exchange. Wire-
less technologies often have lower installation costs and are, as such, presented as good
alternatives [35,40,42].

Based on the presented literature review, it can be concluded that the planning and
operation of individual MES MGs are important components of energy transition. On the
other hand, the potential benefits and operational aspects of the coordinated operation
of several MES MGs under uncertainty is an emerging area on which further research is
needed. It is a topic with a growing importance in developing smart energy systems, where
local decentralised resources are further utilised and MGs are formed. In our work, we
build on the existing literature but provide an overarching comprehensive approach and
integrate the uncertainty of production, demand and price. Further, we model the use of
electricity, thermal energy, BESSs, natural gas, hydrogen and hydrogen storage across the
cooperating MES MGs in the analysed scenarios.

3. Concept and Mathematical Formulation

This chapter provides the detailed concept and mathematical formulation of the
MG model.

3.1. Concept of the Microgrid Model

The model considered three MGs containing different architectures and energy vectors.
All of the MGs had different ways of producing electricity and storing energy to provide
flexibility. Additionally, we assumed that the MGs were located close together so they could
trade with each other without paying any network charges. This trading was considered to
be free, meaning the MGs were helping to balance each other out on the electricity market.
They exchanged information about their surplus and deficit of electricity at any given time,
which was then traded between them so that the total cost of operation was minimal.

The principal concept of MES MG cooperation is that multiple MGs trade between
each other on the local energy market (LEM). The MGs also participate in an upstream
power exchange in terms of the day-ahead market (DAM), as shown in Figure 1. The
flow of different energy vectors is defined with coloured lines on the figure: blue for
electricity; orange for gas; yellow for heat; grey for hydrogen; and red for the local energy
market. Energy conversion devices are represented with square boxes and storage units
with tank shapes. The model developed in this paper considered the uncertainty of RES
production, MG consumption and electricity price. Forecasting the errors of production and
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consumption patterns can lead to an imbalance of planned electricity imports and exports,
which may lead to penalties. Electricity price forecasts are used for the positioning of MGs
on an electricity DAM. The cooperation of different MGs could thus lead to a reduction in
the risk related to forecasting uncertainty.

The model was a two-stage stochastic mixed-integer linear model. Optimisation dealt
with the uncertainties by utilising stochastic scenarios in two stages. In the first stage, the
decision was made before the realisation of the uncertainty and considering stochastic
scenarios. The second stage optimised MG scheduling after the realisation of the stochastic
scenarios while considering the decisions from the first stage. The variables in the first
stage were persistent in all scenarios and the second stage variables were different for all
scenarios.

Figure 1. The layout of the MGs.

3.2. Mathematical Formulation

MGs can have different devices to satisfy their various demands. The devices in each
MG were defined beforehand by adding the associated variables and constraints to the
model of that MG. The energy conversion devices in the model were limited with the
maximum and minimum input power presented in (1). The devices included were: a heat
pump (HP); a combined heat and power unit (CHP); a boiler; a power-to-hydrogen unit
(PtH); and a fuel cell (FC). The charging and discharging power of the storage devices and
the state of energy variables were also limited by Equation (1). They were included in
battery storage systems and heat storage and hydrogen storage models. The charging and
discharging of a storage device could not take place at the same time, thus Equation (2) was
added for each storage device. The volume of energy contained in the storage devices (SOE)
was calculated using Equation (3), where ηc and ηd denote the charging and discharging
efficiencies, if needed. In the aforementioned constraints, “var” is the continuous variable
of production/consumption for a specific device and “Xvar” represents the binary variable
that indicates if the device is operating. The superscript “c” and “d” in (2) and (3) denote
the charge and discharge, respectively. An extra binary variable (start) was needed for the
boiler and CHP in order to model their start-up costs. Equation (4) modelled this behaviour
by setting the binary variable to “1” if the device had started in that time step. The input
and output relationship of the device was different for each of them. The HP used the
coefficient of performance (COP) to calculate output power shown in (5). The output from
the boiler and the PtH was reduced from their input based on their efficiency, as shown in
(6) and (7). The CHP and FC produced two different energy outputs: electricity and heat.
They were calculated with two efficiencies, one for electricity and one for heat, as shown in
(8) and (9). In Equations (5) and (6), the superscript “O” denotes the output variable. Please
note that in order to reduce the number of variables in the model, the output variables
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were virtual, i.e., they were not added to the model and were replaced with appropriate
expressions.

min · Xvarψ,m,t ≤ varψ,m,t ≤ max · Xvarψ,m,t (1)

Xvarc
ψ,m,t + Xvard

ψ,m,t ≤ 1 (2)

SOEψ,m,t = SOEψ,m,t−1 + varc
ψ,m,t · ηc −

vard
ψ,m,t

ηd (3)

Xvarψ,m,t − Xvarψ,m,t−1 ≤ startψ,m,t (4)

νO
ψ,m,t = COP · νψ,m,t (5)

bO
ψ,m,t = ηb · bψ,m,t (6)

pO
ψ,m,t = ηp · pψ,m,t (7)

cO,el
ψ,m,t = ηc,el · cψ,m,t, cO,heat

ψ,m,t = ηc,heat · cψ,m,t (8)

hO,el
ψ,m,t = ηh,el · hψ,m,t, hO,heat

ψ,m,t = ηh,heat · hψ,m,t (9)

The interconnections between the devices were handled with energy balancing equa-
tions for each energy vector that was present in a specific MG. Each MG was planned
based on specific energy vectors: electricity, gas, heat and hydrogen. The devices were
either found in households, such as HPs, or there was one centralised unit for the en-
tire MG. Those that were found in households had their value multiplied by the num-
ber of households. The heat balance between production and consumption is shown in
Equation (10). The electricity balance equation for each hour is presented in (11), summing
all of the production and consumption of electricity and exchanging any surpluses and
deficits with the electricity market, as well as trading between each MG. The hydrogen
energy vector was specific because it could not be bought or sold on any market, thus all
produced hydrogen had to be either be consumed or stored, which was enforced with (12).
Lastly, the gas energy balance is defined with (13). The gas consumption was summed
for the entire optimisation horizon because gas is bought in a single bid for a 24-h period
on the day-ahead market. The gas and electricity bid variables (ωm, εm,t and εm,t) were
decision variables in the first stage and, as such, had to be valid in each scenario. All other
variables were second stage variables. The MGs mutually traded via the variables ρψ,m,t
and ρ

ψ,m,t
. The volume that was sold by the MGs had to be equal to the volumes that were

bought by the other MGs, which was enforced by (14).

Nm · dψ,m,t = Nm · νO
ψ,m,t − αψ,m,t + αψ,m,t + cO,heat

ψ,m,t + bO
ψ,m,t + hO,heat

ψ,m,t (10)

Nm · Lψ,m,t = Nm · PVψ,m,t − Nm · βψ,m,t + Nm · β
ψ,m,t

− Nm · νψ,m,t + cO,el
ψ,m,t − pψ,m,t

+hO,el
ψ,m,t + εm,t − εm,t + ρψ,m,t − ρ

ψ,m,t
(11)

pO
ψ,m,t − γψ,m,t + γ

ψ,m,t − hψ,m,t = 0 (12)

ωm =
T

∑
i=1

(cψ,m,i + bψ,m,i) (13)

M

∑
j=1

ρψ,j,t =
M

∑
j=1

ρ
ψ,j,t

(14)

The main goal of the optimisation was to reduce the expected operational costs by
considering uncertainty scenarios. The objective function would change sightly depending
on different cases, as explained in Section 4, but the general objective function is shown
with (15) as the sum of electricity and gas bought/sold from/to the day-ahead market
(DAM) multiplied by the price and probability in that scenario. The electricity bought
from the DAM had an additional cost in terms of transmission and distribution network
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charges. The CHP and boiler start-up costs were also included in the objective function.
Please note that in some cases (e.g., yearly analysis), the model would not be considered
stochastic but deterministic. In those cases, the same mathematical formulation could be
used, considering only one scenario with the probability of “1”.

Ψ

∑
j=1

T

∑
i=1

(εm,i · (πj,m,i + τ + γ) · λj − εm,i · πj,m,i · λj + Startj,m,i · λj) + ωm · G (15)

4. Case Studies

The case studies consisted of three MGs following different decarbonisation strategies,
as shown in Figure 1. The MGs were considered to be placed in the city of Zagreb, Croatia,
and most of the input data were adapted to that city. Each MG was considered as a
single low-voltage derivative with 30 households. All of the MGs had a PV unit on every
household. The first MG was fully electric and, in addition to the above, contained a battery
storage system and heat pump for supplying heating. Heat pump and battery storage
systems are localised for each household in an MG. The second MG uses natural gas in the
CHP unit for heat and electricity production and in the boiler for heat production. It also
utilised heat storage. The third MG used hydrogen technologies. The electrolyser produced
hydrogen using electricity, while the fuel cell transformed energy from hydrogen to heat
and electricity. It also had hydrogen storage for surplus hydrogen.

The parameters of these devices are summarised in Table 1. Each household contained
a PV system with a rated power of 5 kW. The heating units in the MGs were sized so they
could provide 10 kW of heating per household, considering efficiencies. The boiler unit
was used to support the CHP, so its input power was lower. On summer days when there
was no need for heating, the CHP and fuel cell could operate with a thermal efficiency of
“0”. The battery storage system was sized so that it had 1 kW and 1 kWh for every 1 kW
of installed PV. The heat storage size was determined so it could store an hour’s worth of
heat from the CHP. The electrolyser was sized so that it could supply enough hydrogen for
the fuel cell for each hour, and the hydrogen storage was sized so that it could store 2 h
worth of hydrogen from the electrolyser. The PV production, electricity load and day-ahead
electricity price were considered stochastic parameters. The scenarios for PV production
were created using [43] with weather data for the city of Zagreb. The electricity load profiles
for the households were generated using “LoadProfileGenerator” software [44]. Lastly,
the electricity price scenarios were generated with the SARIMA model, using electricity
prices from the Croatian power exchange (CROPEX) [45]. A set of prices from 2021 was
used, concluding with prices from 12 of November. The year 2021 was chosen so as to
better follow current price trends, since the average electricity price increased from EUR
50 MWh in 2019 to EUR 100 MWh and, in the last few months of 2021, to EUR 200 MWh.
Each stochastic parameter was made into three scenarios, where the electricity load and
PV production had different scenarios for each MG. The electricity price, load and PV
production scenarios were combined into nine scenarios with equal probability. The gas
price was taken from CEGH VTP (Central European Gas Hub Virtual Trading Point) [46]
as an average daily price from 30 of September to 13 of November, and amounted to EUR
85 MWh. The heat consumption was taken from [47] for the city of Indianapolis, USA,
since it has a similar climate to Zagreb, Croatia. The transmission and distribution network
prices were those set by Croatian TSO and DSO, and were equal to EUR 12 MWh and
EUR 29 MWh, respectively. The specific CO2 emission for the electricity bought from the
electricity market was 0.177 kg/kWh [48] and for natural gas was 0.202 kg/kWh [49].
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Table 1. The parameters of all devices considered by the MGs.

Device Input Power Efficiency Capacity
Heat Pump

(1 per household)
4 kW COP: 2.5 -

CHP 430 kW
Electric: 22%
Thermal: 70%

-

Boiler 180 kW 85% -

Fuel Cell 580 kW
Electric: 37%
Thermal: 52%

-

Electrolyser 880 kW 66% -
Battery

(1 per household)
Charge: 5 kW

Discharge: 5 kW
Charge: 90%

Discharge: 90%
5 kWh

Heat Storage
Input: 335 kW

Output: 335 kW
Input: 90%

Output: 90%
335 kWh

Hydrogen
Storage

Input: 1200 kW
Output: 1200 kW

No losses 1200 kWh

The case study considered two different analyses: a daily stochastic analysis and a
yearly analysis. The daily analysis had six different cases, each considering one summer
day and one winter day. The yearly analysis had four cases.

The daily stochastic analyses were as follows:

• Case 0 (C0) was a benchmark case with no flexibility nor electricity and hydrogen
production. All MGs could only buy electricity from the DAM, they did not have any
type of storage and they only used boilers to satisfy heat demand. We did not consider
any uncertainty and all scenarios were averaged into one deterministic scenario.

• Case 1 (C1) considered MGs with the architectures described in this chapter. As with
C0, it did not consider any uncertainty nor could it trade between MGs. It relied on
a technique similar to the concept of net metering for electricity billing, in which a
surplus of electricity returned to the grid could be used later to lower the consumer’s
bill. In our model, net metering was modelled as a virtual storage system in which
MGs could withdraw their past surpluses whenever necessary, i.e., netted electricity
from a summer day could be transferred to a winter day.

• Case 2 (C2) was a stochastic case utilising scenarios. It could freely trade on the
electricity market and between MGs.

• Case 3 (C3) was a sensitivity analysis focused on the gas price increase compared to C2.
Two instances were considered. In the first, the price of gas was equal to the average
price of electricity (C3.1) while in the second, a price 50% higher than the average price
of electricity was considered in the described scenarios (C3.2). The prices amounted to
EUR 199 MWh and EUR 298 MWh, respectively.

• Case 4 (C4) was similar to C2; however, it considered that the MGs were located
further apart so they had to pay distribution network charges when buying electricity
from each other.

• Case 5 (C5) expanded on C4 and considered that the MGs were dislocated and had to
pay transmission and distribution network charges when/if buying electricity from
each other.

The yearly analyses were as follows:

• Yearly case 1 (Y1) was a yearly analysis based on C2, but without considering any
uncertainty.

• Yearly case 2 (Y2) was similar to Y1, with the main difference being that the objective
function was changed to maximising self-sufficiency. This meant that the objective
function in the model was to minimise the volumes of electricity and gas bought
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from the DAMs without considering prices. The total costs were calculated after the
optimisation.

• Yearly case 3 (Y3) was again similar to Y1, but this time the main difference was that
the objective function was the minimisation of CO2 emissions. The total costs were
calculated after the optimisation.

• Yearly case 4 (Y4) was the same as Y1, but instead of three different MGs, it optimised
three MGs of the same kind. This case had three instances: the first with three electric
MGs (Y4.E); the second with three gas MGs (Y4.G); and lastly, an instance with three
hydrogen MGs (Y4.H).

5. Discussion and Results

This section discusses the results of the case studies. The first three subsections present
the results from the daily analyses, focusing on the total operating cost, trading on the
DAM and local market and multi-energy flexibility and emissions while dealing with
uncertainties. The fourth subsection details the yearly analyses and presents how the
different approaches affected the total operating cost, emissions and self-sufficiency. The
model was written in Python 3.8 and used the Gurobi 9 optimisation solver [50]. The PC
specifications were: AMD Ryzen 5 3600 6-Core 3.59 GHz processor with 16 GB of RAM.
The computational time of the stochastic models was around 10 s, while the yearly analyses
had a computational time of around 2 min.

5.1. Daily Analyses for the First Three Cases

The first analysis compared C2 to C0 and C1. Table 2 shows the costs per MG for each
case on a summer and on a winter day. On a summer day, C2 proved to be much better
than the other two cases, while on a winter day, it performed worse than C0 and C1. By
adding the cost of both days, we observed that C2 performed 20% worse than C0 and 13%
better than C1. The fact that C0 managed to outperform C2 could be explained by the
difference between deterministic and stochastic optimisation. As previously mentioned, C2
was a stochastic case study, unlike C0 and C1, which were deterministic. Stochastic models
are intrinsically worse than deterministic models since they must adhere to a wide variety
of scenarios and be feasible for each of them. In our model, this meant that the stochastic
model had to take advantage of all flexibilities that it has at its disposal, which led to
higher costs. Please note that neither C0 nor C1 would be able to adhere for all scenarios at
once if subjected to stochastic analysis, or would perform very poorly. Although hindered
by uncertainties, C2 performed much better than C1 because it could fully utilise all of
its production and flexibility on the DAM, while C1 was left with unused netted energy
at the end of the optimisation horizon. Figure 2 shows the total energy traded between
the MGs in the case of C2, which was the best way to demonstrate the flexibility and the
adjustments made to the uncertainties. The gas MG had the lowest local import volumes,
on average, for both summer and winter days, while the hydrogen MG had the highest local
import in summer and the electric MG had the highest in winter. The gas and hydrogen
MGs mostly exported electricity to other MGs on winter days because of their controllable
generation from the CHP and fuel cell. On summer days, the electric and gas MGs were
the forerunners in exports so as to offset the hydrogen MG’s lack of flexibility. From this,
it can be concluded that the CHP outperforms the fuel cell in the summer and provides
more flexibility in the winter. This is mostly influenced by the price of gas being lower than
the price of electricity, on average, and by its invariability. For this reason, we conducted a
gas price sensitivity analysis in C3 and discuss it in the following subsection. The import
and export ratio is summarised in Table 3. The total emissions are shown in Figure 3. C2’s
emissions were fairly similar to C0, being only 0.2% lower, and 1.1% lower than C1. The
reductions in emissions, though small, was a consequence of the optimisation trying to
lower its costs.
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Table 2. The total costs (EUR) for cases C0, C1 and C2.

Summer Winter
MG C0 C1 C2 C0 C1 C2
EE 52.1 7.16 −130.14 313.08 27.67 125.79
Gas 55.2 259.5 −138.9 316.06 259.5 307.82
H2 55.5 170.41 −139.6 316.87 819.81 1310.29

All 3 MGs 162.77 437.07 −408.63 946 1106.98 1743.9

Figure 2. The trades between MGs in C2.

Table 3. The ratio of local import and export for each MG in C2.

Summer Winter
MG Import Export Import Export

1 24.8% 57.39% 89.49% 0%
2 7.64% 38.85% 0.84% 62.68%
3 67.56% 3.76% 9.66% 37.32%

Figure 3. The total emissions of CO2 in C0, C1 and C2.

5.2. Daily Analysis for Case 3

For the two subcases of Case 3, the gas price was set to be equal to the average price of
electricity, reflecting the realistic situation of the markets over the last couple of months of
2021. The total costs of both C3 cases increased as expected due to higher gas prices, as
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shown in Table 4. An interesting point to note here is that in the summer, the total energy
import was much lower than in C2 while in the winter, it was almost the same. This was
because the CHP was not being used in the summer due to the price increase, while in the
winter, gas consumption was a little lower but was still needed since the gas MG did not
have any alternative options for thermal production. This was also reflected in the total
cost, where the winter had a much higher cost difference. In the summer, local import
increased in favour of selling to the DAM in order to replace the flexibility missing from
the lower CHP usage. In the winter, local trade was lower because the marginal price of
the most prominent flexibility provider (CHP) increased, thus lowering the potential for
local trade. The effect of the gas price increase was that it lowered emissions by 6% in C3.1
and 6.2% in C3.2. This was mostly attributed to the lower gas consumption in summer.

Table 4. The C3 results and a comparison to the C2 results.

Summer Winter
C3.1 C3.2 C3.1 C3.2

Total cost (EUR) −387.17 −381.26 2210.2 2565.92
Difference in

total cost compared to C2
5.54% 7.17% 21.09% 32.03%

Total energy import
difference compared to C2

−167.28% −167.21% −0.45% −0.46%

Total local import
difference compared to C2

8.82% 9.01% −20.41% −30.51%

5.3. Daily Analysis for Cases Four and Five

Adding new constraints in cases C4 and C5 raised the total costs, as shown in Table 5.
Although the increase in cost was not significant, other parameters have changed. Since
local trading became more expensive, the gas MG was selling more volume to the DAM
than to the local market. Concurrently, the electric and hydrogen MGs were replacing the
deficit from the local market with purchases from the DAM. Additionally, the MGs were
more reliant on their own flexibility than on the shared flexibility from the different energy
vectors. Similarly, the MGs had to disperse their DAM schedule instead of trading at more
favourable times. This is seen in Figures 4 and 5, where the C2 curve is more steep than
those of C4 and C5. The conclusion to be made here is that, although the schedule of MGs
changed significantly, the overall costs did not rise, meaning that the system was showing
a significant level of robustness. With the increase in DAM imports and decrease in local
imports, the emissions in C4 rose by 3% compared to C2 and by 3.77% compared to C5.

Table 5. The C4 and C5 results and a comparison to the C2 results.

Summer Winter
MG C4 C5 C4 C5

Total cost (EUR) −395.56 −390.29 1807.92 1811.88
Difference in

total cost compared to C2
3.3% 4.7% 3.54% 3.75%

Total energy import
difference compared to C2

19.9% 20.02% 0.97% 1.91%

Total local import
difference compared to C2

−30.72% −37.47% −50.32% −60.82%
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Figure 4. The DAM schedule for summer in C2, C4 and C5.

Figure 5. The DAM schedule for winter in C2, C4 and C5.

5.4. Yearly Analysis

The yearly analysis Y1 followed a similar trend as that seen in the daily analyses. The
gas MG was the biggest exporter on the local market, while the others were mostly import-
ing from it. Flexibility was used to lower imports to the DAM by adjusting the optimal
trade in times. When constrained to a different optimisation approach, i.e., increasing
self-sufficiency and lowering emissions, it changed its behaviour, which is shown in Table 6.
Both alternative approaches, Y2 and Y3, yielded similar results. Both managed to lower
DAM imports and emissions to a similar level, although only one of those goals was set
in the objective function. The cost increase was also fairly equal between those two cases.
Interestingly, the gas volumes changed a lot between all three cases. The key aspect that
differentiated Y2 and Y3 was that Y2 favoured DAM exports over local trading, while Y3
was the opposite. Nevertheless, both cases showed a significant drop in DAM exports. The
results from the Y2 and Y3 analyses show that these goals were somewhat correlated to
one another.

In the Y4 analysis, it was shown that the purely electric MG (Y4.E) performed the
best in terms of total cost and emissions. The gas MG (Y4.G) had a lower total cost than
Y1, but at the cost of higher emissions. Lastly, the hydrogen MG (Y4.H) had the highest
cost and emissions compared to all of the other cases. The results from the Y4 analysis are
summarised in Table 7.



Energies 2022, 15, 1317 14 of 17

Table 6. The results for yearly analyses Y1, Y2 and Y3.

Case
Total
Cost

Emissions
Local

Trading
Imported

from DAM
Exported
to DAM

Gas Import
from DAM

Y1 123,122.5 292,846.4 280,105.4 941,901.1 391,514.8 624,405.4
Y2 169,751.4 271,612.7 335,118.9 832,733.1 199,390 614,945.4

Difference
between cases

Y1 and Y2
27.47% −7.82% 16.42% −13.11% −96.36% −1.54%

Y3 172,203.3 271,683.5 358,088.6 833,149.6 175,774 614,930.7
Difference

between cases
Y1 and Y3

28.5% −7.79% 21.78% −13.05% −122.74% −1.54%

Table 7. The results for the yearly analysis Y4 and a comparison to the Y1 results.

Y4.E Y4.G Y4.H
Total Cost (EUR) 23,610.77 73,631.96 291,046

Difference
compared to Y1

80.82% 40.2% −136.39%

Emissions (kg) 93,823.06 364,346.3 495,686.5
Difference

compared to Y1
67.96% −24.42% −69.27%

6. Conclusions

The paper aimed to present different decarbonisation techniques for microgrids. We
selected three extreme cases: one based on a purely electric architecture, one on a gas
architecture and lastly, one on a hydrogen architecture. The local electricity market was
included as a way of coupling these MGs together, with the idea that the MGs could
provide flexibility between each other without additional costs. Daily and yearly analyses
are presented, which analyse different realistic market and system situations. The results
are presented in three relevant key performance indicators: the total cost of operation,
self-sufficiency and CO2 emissions. On a yearly level, the conclusions were made that DAM-
oriented trading outperformed the electricity netting approach by approximately 13%. This
conclusion was confirmed in the sensitivity analyses, where the gas price increased to the
record levels noted during the second half of 2021. While the total costs of MG operation
increased, the emissions decreased. In the second set of analyses, we ran annual analyses
and considered three different optimisation goals showcasing the different mindsets of
potential MG investors. When the MG operation was driven either by self-sufficiency
or emission reduction goals, the results were very similar. However, they were majorly
different from the objective of cost minimisation. Lastly, all decarbonisation MG options
were compared to each other by running daily optimisations. The results clearly show that
the electric MG performed the best, while the hydrogen MG was the worst. The gas MG
option was indicated as a good way to balance RES during the transition towards a highly
renewable energy system; however, they were characterised by high dependency on gas
prices and much higher emissions.
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Abbreviations
The following abbreviations are used in this manuscript:

Indices and Variables
Ψ, ψ Set and index for scenarios
M, m Set and index for microgrids
T, t Set and index for hours
bψ,m,t Input power of boiler in scenario ψ, MG m and time t
pψ,m,t Input power of PtH in scenario ψ, MG m and time t
cψ,m,t Input power of CHP in scenario ψ, MG m and time t
hψ,m,t Input power of FC in scenario ψ, MG m and time t
νψ,m,t Input power of HP in scenario ψ, MG m and time t
αψ,m,t Heat storage input power in scenario ψ, MG m and time t
αψ,m,t Heat storage output power in scenario ψ, MG m and time t
βψ,m,t Battery storage input power in scenario ψ, MG m and time t
β

ψ,m,t
Battery storage output power in scenario ψ, MG m and time t

γψ,m,t Hydrogen storage input power in scenario ψ, MG m and time t
γ

ψ,m,t Hydrogen storage output power in scenario ψ, MG m and time t

ωm Gas volume bought from day-ahead market in MG m
εm,t Electricity volume bought from day-ahead market in MG m and time t
εm,t Electricity volume sold to day-ahead market in MG m and time t
ρψ,m,t Electricity volume bought from local MG market in scenario ψ, MG m and

time t
ρ

ψ,m,t
Electricity volume sold to local MG market in scenario ψ, MG m and time t

Parameters

ηb Boiler efficiency coefficient
ηp PtH efficiency coefficient
ηc,el CHP electricity output efficiency coefficient
ηc,heat CHP heat output efficiency coefficient
ηh,el FC electricity output efficiency coefficient
ηh,heat FC heat output efficiency coefficient
COP HP coefficient of performance
Nm Number of household in MG m
Lψ,m,t Household load in scenario ψ, MG m and time t
PVψ,m,t PV production in scenario ψ, MG m and time t
dm,t Heat demand in MG m and time t
πψ,m,t Electricity price in scenario ψ, MG m and time t
G Price of gas
λψ Probability of scenario ψ

τ Transmission network charges
γ Distribution network charges
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Abstract— In traditional power systems production always 
followed consumption, while nowadays consumers are 
incentivized to take active part in electricity markets. In energy 
intensive industry large portion of the product cost goes to 
energy expenses. Thus, optimizing operations based on market 
signals can create substantial benefits for industrial prosumers. 
Industries with more than one energy input vector, e.g. 
electricity and gas, both being bought from their respective day 
ahead markets are investigated in this paper. The paper 
introduces enthalpy modeling versus conventional mass flow 
which increases the scheduling efficiency. Proposed 
optimization model is based on stochastic mixed integer linear 
programming where prices of electricity are treated as 
stochastic process as oppose to deterministic approach usually 
used. Goal of optimization is to reduce overall energy cost. Also, 
it must provide bidding strategy for both day-ahead markets. 
Idea is to reduce market variability by proper device scheduling, 
utilizing flexibility between energy vectors and behind the meter 
production of electricity.  

Keywords—Energy markets, Industrial prosumer, Multi-
Energy system, Stochastic optimization 

NOMENCLATURE 

h Set of hours 
s Set of scenarios 
pl Set of pressure levels  
l Set of motor loads 

m Set of electric motors 
g Set of gas motors 
b Set of boilers 
v Set of valves 
t Set of turbines 

𝐸௦,, Continuous variable for electric motors 
𝑋𝐸௦,, Binary variable for electric motors 
𝐺௦,, Continuous and binary variable for gas motors 

𝑋𝐺௦,, Binary variable for gas motors 
𝐵௦,, Continuous variable for boilers 

𝑋𝐵௦,, Binary variable indicating on state for electric 
boilers 

𝑋𝐵𝑊௦,, Binary variable indicating warm state for electric 
boilers 

𝑋𝐵𝐶௦,, Binary variable indicating cold state for electric 
boilers 

𝑋𝐵𝑊𝑆௦,, Binary variable indicating start from warm state for 
electric boilers 

𝑋𝐵𝐶𝑆௦,, Binary variable indicating start from cold state for 
electric boilers 

𝑏
௦௦, 𝑘 Boiler conversion parameters 
𝑉௦,௩, Continuous variable for valves 

𝑋𝑉௦,௩, Binary variable for valves 
𝑣௩

௦௦ Valve losses coefficient 
𝑇௦,௧, Continuous variable for turbine 

𝑋𝑇௦,௧, Binary variable for turbine 
𝑇௧

௦௦ Losses inside turbine 
𝐻𝑡𝑃௧ Turbine heat to power ratio 

𝐺𝐸𝑁௧
௦௦ Losses inside generator 

𝐿௦,, Motor load 

𝐻𝐷௦,, Heat demand 
𝐶𝐶 Constant consumption 

I Incident matrices 
𝑀𝐸 Volume of electricity bought from the day-ahead 

market 
MG Volume of gas bought from the day-ahead market 

𝑆𝑒𝑙𝑙௦, Electricity bought from intraday market 
𝐵𝑢𝑦௦, Electricity sold to intraday market 

PG Price of gas 
𝑃𝐸௦, Price of electricity 

λ௦ Probability of scenarios 

I. INTRODUCTION  

Production costs in energy-intensive industries (e.g. 
petrochemical) strongly depend on the costs of purchased 
energy. To keep them as low as possible, those industries must 
make their energy procurement more efficient. Current energy 
markets (e.g. electricity, gas) allow activation of such 
consumers where they can lower the price of purchased 
energy if they can adjust to the market prices or if they can 
adjust their actual consumption to the planned consumption.  
The paper presents a two-stage stochastic mixed integer linear 
program (MILP) with recourse of multi-energy industrial 
plant with its own generation of electrical and heat energy. 
Model plans operation of plant under uncertainty while trying 
to reduce overall operational cost. It performs inner arbitrage 
by shifting between energy vectors and maintaining the 
quality of supply while competing on electricity and gas 
markets. This means that the dispatch of industrial plant 
components is driven by operational cost minimization, 
replacing one energy resource with another e.g. a decision to 
consume more gas to produce more steam for turbines when 
the price of gas is lower than the price of electricity at the 
market. Alternatively, this model can be used to show how 
certain device is behaving in relations to other devices and the 
whole plant. It can serve as an indicator to how removal, 
replacement or purchase of new devices can impact plant’s 
operation. 

In [1]–[3] optimization of petrochemical plant is 
presented. They use mass flow modeling without losses, and 
they do not have electric part of the plant modeled. Constrains 
in [1] and  are [2] made for specific plant in question and in 
[3] are written in general. Reference [3] uses mass flow as a 
variable but calculates energy assuming constant enthalpy of 
steam at each level with which they can calculate constant 
losses. Example of medium-term optimization is done in [4], 
where they mostly focus on investments and finding best 
equipment for their plant. Model proposed here was mostly 
influenced with the models made in [5] and [6], especially the 
way certain devices are modeled. They mostly concentrate on 
steam part of the plant and selling produced electricity to 
power system. Both [5] and [6] put emphasis on very detailed 
optimization model. Additionally, reference [6] has a model 
for pollution emissions. Our proposed model implements 
several additions where the most notable are the steam 
enthalpy flow and stochastic approach. Two-stage stochastic 
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MILP is used in [7] for optimization of balancing groups 
through flexible loads. Although, the subject of optimization 
is different, concept of using two-stage stochastic 
optimization for market biding and using flexible loads is 
similar. Reference [8], [9] provide great insight to multienergy 
systems. They provide different concepts for cooperation of 
electricity and gas. Optimization concept from [8] is very 
similar to one used in this paper. In [10], they provide 
examples on two-stage models for competing on electricity 
market and deal with energy procurement from market by 
consumers with which proposed model was inspired. 
Reference [11] shows how energy management in energy-
intensive industry is, to a large extent, neglected and proposes 
a way to improve it. Models for devices are made to be as 
similar in its behavior as their real counterparts are, while 
remaining linear. Parameters and data for these models was 
mostly used from [12]–[14]. Reference [15] provides 
bibliographical survey about unit commitment in power 
systems and generic formulation for common problems. A 
few of the generic formulations are used in our model since 
problem at hand is, in terms of modeling, very similar to unit 
commitment problem. 

Proposed paper has two major contributions: 

• Modelling of energy flows through all components is 
based on enthalpy, as oppose to mass flow modelling usually 
done in research, which enables precise representation of 
operational points and calculation of loses inside turbines, 
generators and valves. The value of this approach is 
demonstrated by comparing the results, showing different 
operational costs and dispatch points depending on the 
modelling method. 

• The two-stage optimization model for industrial 
plant represents a realistic case faced by the plant operator. It 
models decisions depending on the decision stage (time 
frame) as well as takes advantage of flexibility inside the plant 
to improve trading on electricity and gas market. Unlike 
deterministic approaches that anticipate prices beforehand, 
this model uses scenarios-based predictions to schedule its 
operation. 

The remaining of the paper is organized as follows. 
Section II presents concept and mathematical formulation for 
our model. Section III presents case study with input 
parameters and results. Section IV concludes the paper.    

II. MODEL DESCRIPTION 

This section consists of two parts. First part elaborates on 
what is the main conceptual difference and what are assumed 
benefits of proposed model in comparison to other models 
which can be found in literature. The second thoroughly 
describes mathematical framework behind the proposed 
model.  

A. Concept 

Proposed model utilizes energy flow of steam instead mass 
as it has been most frequently used. There are several benefits 
of utilizing this approach and they will be highlighted using 
illustrations on fig 1 and 2. We will assume a plant with only 
one boiler (B), two pressure levels (PL), one letdown valve 
(V) and one turbine (T) with a coupled generator (Ge). At 
each pressure level we have a demand for heat (HD) that must 
be satisfied. Losses inside the pipelines are neglected. 
Equation (1) calculates losses inside the turbine and equation 

(2) calculates output electric power by using turbines heat-to-
power ratio (HtP). Boiler’s and valve’s losses are calculated 
through efficiency coefficients as shown in (3) and (4). 

 
𝑇௨௧ = 𝑇 ∗

𝑇௦௦

1 + 𝐻𝑡𝑃
 

(1) 

 𝑇 = 𝑇௨௧ ∗ 𝐻𝑡𝑃 ∗ (1 − 𝐺𝐸𝑁௦௦) (2) 

 𝑉௨௧ = 𝑉 ∗ 𝑣௦௦ (3) 

 𝐵௨௧ = 𝐵 ∗ 𝑏௦௦ + 𝑘 (4) 

In mass flow models all efficiencies are equal to “1” (i.e. all 
energy losses are zero) and heat-to-power ratio becomes 
mass-to-power ratio. Also, in (1) output flow is equal to input 
flow. Mass flow is governed by continuity equation which 
says that the mass flow rate that enters the system is equal to 
the rate at which mass leaves the system. This means that for 
the same input valves and turbines have exactly the same 
steam output, but turbines additionally also produce electrical 
energy. Problem arises from the fact that in this way electrical 
energy was produced out of nothing, since input and output 
is the same in turbines and valves. Modeling in this way 
makes turbines far superior. On the other hand, we can use 
energy flow which is governed by energy conservation law 
which says that total energy inside the isolated system 
remains constant. Applying this law to valves and turbines 
means that input energy must be equal to output energy and 
losses. Turbines have two outputs: electrical energy and heat; 
while valves have only heat output. Figures 1 and 2 shows 
two different paths, through turbine and valve, for both flow 
models. Input power of turbine and valve is increased in case 
of energy flow to satisfy losses and to account for produced 
electricity in case of turbines. Given this increase boilers need 
to use more gas to satisfy demand.   

 
Fig. 1. Energy and mass flow through turbine 

 
Fig. 2. Energy and mass flow through valve 

In total three models are built: 
- Stochastic Mixed Integer Linear Program STMILP: 

proposed model 
- Efficiency and Market Model EMM: testing model 
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- Business as Usual BaU: testing model 

The proposed STMILP model is designed as a two-stage 
stochastic mixed integer linear program with recourse stage. 
Goal is to provide best strategy for biding on electricity and 
gas markets while maintaining minimal operational costs in 
all scenarios. It is considered that user is a price taker in both 
markets and is considered to be perfectly inelastic in terms of 
market clearing. Two different stochastic processes exist in 
this model. First one is day ahead price of electricity and 
second one is consumption of electricity and steam. These 
stochastic processes are represented by set of scenarios.  
In the first stage model makes a decision before the 
realization of stochastic process, commonly referred to as 
here-and-now variables. Proposed model decides on volumes 
that need to be bought from gas and electricity day-ahead 
market and plans for its position on balancing market. Those 
volumes must be taken from the grid regardless of the actual 
price realizations. Second stage is the actual realization based 
on the first stage decision and created scenarios. Different 
decision variables are defined and solved for each scenario, 
commonly referred to wait-and-see decision.  
Last stage, referred to as recourse stage, happens when the 
day ahead market is already settled. While second stage uses 
scenario prices as price realization, recourse stage uses real 
prices from day ahead market after the gate closure. Recourse 
stage must abide to choices made in first stage, but it can use 
its inner flexibility and balancing market to reduce 
operational cost. Optimal function of first and second stage is 
expected cost based on scenarios and of recourse stage is cost 
based on settled prices.  
To show strengths of these concepts two test models are 
created: EMM and BaU. The first one (EMM) uses 
optimization but to a lesser extent. It utilizes mass flow, 
doesn’t consider price of electricity and gas and uses average 
consumption scenario, though it still must make bids on 
electricity and gas markets. After it makes bids recourse stage 
is employed which takes losses in to account and must settle 
excess or shortage of electricity using balancing market. Its 
optimization goal is plant’s operation efficiency. Main idea 
here is to show benefits of stochastic approach and energy 
flow.  
The second test model (BaU) doesn’t have any flexibility in 
its operation. No flexibility means that there is no coupling 
between electric and heat parts of the system and devices that 
will be used are predetermined. It must make bids on day-
ahead market and must settle excess or shortage of electricity 
using balancing market. This test model only calculates cost 
and does balancing on balancing market which doesn’t 
require optimization. BaU model represents a passive way of 
operating a plant.       

B. Mathematical Framework 

Linear mathematic models are created for following devices: 
electric motors (E), gas motors (G), boilers (B), back pressure 
turbines (T) and generators, letdown valves (V) and release 
valve (RV). When referring to specific device’s variable in 
equations we will use their symbol written in brackets and its 
lowercase variant for set of that device. Sets of scenarios and 
hours are denoted by letters “s” and “h” respectively. All 
constraints are employed in all stages unless specifically 
mentioned. Equations (5)-(7) are universal for all devices 

except release valves. They restrict minimum and maximum 
power and change in power of the device. Symbol “Var” and 
“set” denotes continuous variables and sets for each device 
respectively. Release valve is connected on lowest pressure 
level and is not constrained by maximum power.   

 𝑀𝑖𝑛௦௧ ≤ 𝑉𝑎𝑟௦,௦௧, ≤ 𝑀𝑎𝑥௦௧  (5) 

 𝑉𝑎𝑟௦,௦௧, − 𝑉𝑎𝑟௦,௦௧,ିଵ ≤ 𝑅𝑎𝑚𝑝_𝑢𝑝௦௧  (6) 

 𝑉𝑎𝑟௦,௦௧,ିଵ − 𝑉𝑎𝑟௦,௦௧, ≤ 𝑅𝑎𝑚𝑝_𝑑𝑜𝑤𝑛௦௧  (7) 

Turbines use one continuous variable for input power while 
output and electric power are calculated using (1) and (2) 
when needed. Boilers can be in three different states: on state, 
and cold and warm off states as discussed in [5]. Warm state 
means that boiler hadn’t had time to cool off and it requires 
less gas to start it. Average time needed for boiler to cool off 
(B_crt) is inputted as a constant. Three different binary 
variables are used for tracking state at which boiler is and two 
binary variables that indicate from which state boiler started. 
State variable are “XB”, “XBW” and “XBC” indicating on, 
warm and cold state respectively. Startup variable are 
denoted as “XBWS” and “XBCS” for warm and cold startup 
respectively. Equation (8) enforces that boiler must enter 
warm state after it has stopped working and (9) enforce 
switch from warm to cold state when cooldown time has 
elapsed. Boiler can only be in one state at a time which is 
enforced with (10). Equations (11) and (12) forbid changes 
from cold to warm state and from on to cold state, 
respectively. Boiler startup is governed with (13) for warm 
start and (14) for cold start. Equation (15) says that boiler 
cannot start if it stopped working, (16) and (17) disables 
warm and cold start if boiler is in cold or warm state (if the 
boiler has started it needs to be in on state).      

 𝑋𝐵𝑊௦,, ≥ 𝑋𝐵௦,,ିଵ − 𝑋𝐵௦,,

+ 𝑋𝐵𝑊௦,,ିଵ − 𝑋𝐵𝐶௦,,  
(8) 

 
𝑋𝐵𝐶௦,, ≥  𝑋𝐵𝑊௦,,



ୀିೝ𝒃 

− 𝐵௧
− 𝑋𝐵௦,,

+  𝑋𝐵𝐶௦,,



ୀିೝ್

+ 1 

(9) 

 𝑋𝐵௦,, + 𝑋𝐵𝑊௦,, + 𝑋𝐵𝐶௦,, = 1 (10) 

 𝑋𝐵𝑊௦,, + 𝑋𝐵𝐶௦,,ିଵ ≤ 1 (11) 

 𝑋𝐵𝐶௦,, + 𝑋𝐵௦,,ିଵ ≤ 1 (12) 

 𝑋𝐵𝑊௦,,ିଵ − 𝑋𝐵𝑊௦,, − 𝑋𝐵𝐶௦,, ≤ 𝑋𝐵𝑊𝑆௦,, (13) 

 𝑋𝐵𝐶௦,,ିଵ − 𝑋𝐵𝐶௦,, ≤ 𝑋𝐵𝐶𝑆௦,,  (14) 

 𝑋𝐵௦,,ିଵ + 𝑋𝐵𝑊𝑆௦,, + 𝑋𝐵𝐶𝑆௦,, ≤ 1 (15) 

 𝑋𝐵𝐶௦,, + 𝑋𝐵𝑊௦,, + 𝑋𝐵𝑊𝑆௦,, ≤ 1 (16) 

 𝑋𝐵𝐶௦,, + 𝑋𝐵𝑊௦,, + 𝑋𝐵𝐶𝑆௦,, ≤ 1 (17) 

The layout of industrial plant is inputted in form of matrices 
“I”. They are numerated with a subscript in range from 1 to 5 
and correspond to electric motors, gas motors, boilers, 
letdown valves and turbines respectively (I matrix example is 
shown in Table I). If device provide energy, value in matrix 
is “1” and if it takes energy, value is “-1”, otherwise it is “0”. 
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Equations (18) and (19) are used for connecting the device to 
corresponding consumption, (18) for electric load “L” and 
(19) for heat demand. In (19) if value in “I4” and “I5” is equal 
“-1” decision variable for that device is used instead of V’ 
and TR’, while if it is equal to “1” TR’ and V’ is replaced 
with expressions from (1) and (3) respectively. TRin and Vin, 
in (1) and (3), are replaced with corresponding decision 
variable. Two new sets are introduced “l” for load coupling 
and “pl” for pressure levels.   

 
𝐿௦,, = ቀ𝐼ଵ௧,

𝐸௦,,ቁ



ୀଵ

+  ቀ𝐼ଶ௧,
𝐺௦,,ቁ



ୀଵ

 (18) 

𝐻𝐷௦,, =  ቀ𝐼ଷ,
𝐵௦,,ቁ



ୀଵ

+  ቀ𝐼ସ,
𝑉௦,,

ᇱ ቁ

௩

ୀଵ

+  ቀ𝐼ହ,
𝑇௦,,

ᇱ ቁ

௧

ୀଵ

 

(19) 

Next two equations, (20) and (21), are different for each of 
the stages of optimization. In first stage “ME” and “MG” are 
decision variables while in the second and recourse stage they 
are constants imported from first stage. With (20) we sum up 
total volume of electricity needed in each hour which must be 
equal for every scenario, while with (21) total volume of gas 
needed in a day is summed. Constant consumption is denoted 
by “CC”. Buy and sell are decision variables representing 
volumes that are or will be bought or sold on balancing 
market.  

 
𝑀𝐸 =  𝐸௦,,



ୀଵ

−  𝑇௦,,


௧

ୀଵ

+ 𝐶𝐶 

+𝑆𝑒𝑙𝑙௦, − 𝐵𝑢𝑦௦, 

(20) 

 
𝑀𝐺 =  ቌ 𝐺௦,,௭



ୀଵ

+ ൫𝐵௦,,௭𝐵


൯



ୀଵ

ቍ



௭ୀଵ

  (21) 

Objective function is total energy consumed from markets 
multiplied by cost of it as shown in (22). Prices on balancing 
market are 70% of spot price for selling and 140% of spot 
price for buying electricity.  

𝑐𝑜𝑠𝑡 =   ቀ൫𝑀𝐸 − 𝑆𝑒𝑙𝑙, ∗ 0,7 + 𝐵𝑢𝑦,

௧

ୀଵ

௧

ୀଵ

∗ 1,4൯ ∗ 𝑃𝐸,λ𝑠ቁ + 𝑀𝐺 ∗ 𝑃𝐺  

(22) 

III. CASE STUDY 

In this section we will compare results of proposed model 
with results from test models. First section will explain input 
parameters for case study. Since there are a lot of technical 
parameters, most of them will not be shown numerically but 
only explained in text. Second section will show and interpret 
obtained results. Measurement units used are: megawatts for 
power ratings, megawatt-hours for energy, hours for time and 
euros for price. Model is written in Python 3.7 and it is using 
Gurobi optimization solver [16]. PC specifications are AMD 
Ryzen 5 3600 6-Core 3.59 GHz processor and 16 GB of 
RAM. First and second stage finished in 126 seconds and 
recourse stage finished in 0.17 seconds. 

A. Input parameters 

Fig. 3 shows layout of industrial plant that will be used in 
this case study. Yellow, orange and blue lines show gas, heat 
and electricity flow between devices and the system 
respectively. Example of _"I" matrix is given in table 1, it is 
used to connect turbines to pressure levels. As shown in the 
figure 3, plant consist of three electrical and gas motors, one 
of each connected together so the model can interchange 
between them. Motors coupled together have the same 
parameters only difference being their driving fuel. Plant also 
has three boilers with various power ratings, ramp power and 
startup cost. For reducing steam pressure plant can use either 
letdown valves, back pressure turbines or both, which are 
connected between each pressure level. Both letdown valves 
and both back pressure turbines have the same parameters. 
One release valve is connected on the lowest pressure level.  

 
Fig. 3. Industrial plant layout 

TABLE I.  MATRIX I5 

Pressure level: /Turbine: 1 2 
1 -1 0 
2 1 -1 
3 0 1 

For first and second stage of optimization we will use three 
predicted scenarios for prices of electrical energy (PP) and 3 
predicted scenarios for consumption (C). PP was taken from 
Croatian power exchange [17]. This means the model have 
total of nine scenarios in first two stages. Prices in scenarios 
follow normal daily price curve as shown in fig. 4. Every 
consumption scenario has 5% lower consumption than the last 
one. They represent process scheduling of the plant and 
possible deviations. Occurrence probability of prices 
scenarios are 25%, 50% and 25% for first, second and third 
scenario respectively, while consumption scenarios all have 
the value equal to 33%. In addition to consumption from 
scenarios there is also constant consumption of electrical 
energy which is the same for every scenario. 

Recourse stage uses realized market prices (RP). In this case 
study three different arrays of realized prices will be 
analyzed. For convenience sake, they have been randomized 
in a way so that they follow normal daily price curve and can 
be seen in fig. 5. It is fair to assume that consumption will 
stay in bounds of predicted scenarios, since production is 
scheduled beforehand. Since, there are three different 
consumption scenarios and three different realization prices, 
model will have nine different realizations in recourse stage. 
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Fig. 4. Prediction of prices of electricity 

 

 

Fig. 5. Realized prices of electricity 

B. Results 

First stage of optimization decides on volumes that needs to 
be bought from day-ahead markets. Volumes of electrical 
energy are shown in fig. 6 and volume of gas is equal to 
1.194,99 MWh.  

 
Fig. 6. Volumes of electricity bought from day-ahead market 

Average cost in second stage is equal to 54061.45 €. Second 
stage mostly prefer to use gas motors instead of electric 
motors and turbines instead of letdown valves. On the other 
hand, boilers usage varies a lot throughout scenarios. It is also 
keener on satisfying higher consumption scenarios while 
planning to sell surplus electricity on balancing market in 
lower consumption scenarios. Figure 7 shows total cost in 
recourse stage for all models while fig. 8 shows percentage 
savings between models. As it can be seen, STMILP 
outperforms EMM and BaU. When compared to EMM, 
STMILP achieves maximum of almost 17% savings and 

minimum of 2% while averaging a bit below 10% and if we 
compare it to BaU it achieves a maximum of 16% and a 
minimum of 11,5% with the average of almost 14%.  
 

 
Fig. 7. Total cost in recourse stage 

 

Fig. 8. Total and average savings 

In higher consumption scenarios stochastics play greater role. 
There EMM and BaU struggles because they did not buy 
enough gas so they must replace it with electricity from 
intraday market. In lower consumption scenarios losses are 
dominant. Here EMM and BaU have enough, or close to 
enough gas, and surplus of electricity. This is the reason why 
EMM nearly approaches STMILP in C3 realizations. 
Another thing to consider is deviation of cost between 
realizations which show how models are affected by 
realizations. STMILP and BaU have low deviation, while 
EMM has very high deviation. STMILP has low deviation 
because of stochastic first stage and BaU because it does not 
have any flexibility to improve. EMM have some flexibility 
but not enough to compensate in high consumption scenarios. 
Average saving of EMM as oppose to BaU is 4%. Figure 9 
shows production of electricity on first turbine in STMILP 
and EMM for scenario RP2 and all three C scenarios. In 
EMM scenarios C2 and C3, generator on turbine 1 is not 
using its full potential. In C1 plant has higher demand for heat 
that there is available gas for boilers so it must start electric 
motors instead of gas motors to free it up and buy electricity 
from balancing market. In accordance with higher electric 
load, turbines have higher production of electricity. In C2 
there isn’t enough gas to cover losses, so plant is minimizing 
it by starting boiler 3 which bypasses turbine 2, thus lowering 
its production. Similar case, but to a lower extent, is in C3.    
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IV. CONCLUSION 

This paper attempts to demonstrate how energy-intensive 
industrial plants can achieve significant savings through 
linear optimization under uncertainty. The transition of the 
power system from monopolistic to market opened new doors 
for participation of active end users. Upgrading upon 
previous models, from deterministic to stochastic and from 
mass flow to energy flow, we were able to make realistic 
model of industrial plant. Optimizing with different 
consumption scenarios helps to lower deviation penalties. On 
the other hand, forecasting day-ahead prices of electricity is 
used to find favorable position on markets. Both items are 
assisted by plants inner flexibility and switching between 
different energy vectors to balance itself towards the grid. It 

is also shown how one must be careful when using linear 
optimization as it can be sensitive when incorrect data is 
inputted, especially with consumption scenarios. If real 
consumption deviates too much from predicted, it can 
produce significant rise in cost. The same is true for price 
scenarios but to a lesser degree. EMM shows improper way 
of using optimization. Though, it manages to reduce cost in 
some cases, it also falls flat if unfavorable conditions happen. 
BaU was shown as a passive approach of dealing with 
markets and it had highest cost of the three. Future work will 
focus on more detail scenario and demand response 
modeling. The combination of the two directions could bring 
additional benefits to the consumer but it could also pose as 
additional computational burden and must be wisely 
designed.

 
Fig. 9. Turbine production
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Abstract—With the restructuring of the power system, house-
hold level end-users are becoming active participants in the
electricity market. Since their size is negligible versus the size of
the whole system, they are encouraged to group into energy com-
munities such as microgrids (MG). They operate parallel to the
rest of the system and their operation is driven by market signals
with the goal of minimizing energy costs for MG stakeholders
by utilizing available resources in their portfolio. The complexity
of optimizing MG operation increases with the introduction of
additional energy vectors and their interaction with the electricity
sector, but also with the possibility to provide services on multiple
markets and on different time horizons. In the paper we consider
different decarbonization strategies of several MGs, modelling 3
main cases: full electrification, gas-heat-electricity and electricity-
hydrogen coupling. While each of these options can separately
achieve savings, cooperation between different MGs can bring
additional benefits for all involved parties. To evaluate these
benefits we propose a stochastic two-stage mixed integer linear
model for multi MG cooperation and bring the conclusions on the
value of their joint market participation through several exchange
scenarios. This is expressed through operational costs savings on
annual and daily basis as well as through other metrics such as
self sufficiency and CO2 savings.

Index Terms—microgrid, stochastic optimization, cooperation,
multi-energy

NOMENCLATURE
Indices and Variables
Ψ, ψ Set and index for scenarios
M,m Set and index for microgrids
T, t Set and index for hours
bψ,m,t Boiler input power in scenario ψ, MG m and time t
pψ,m,t PtH input power in scenario ψ, MG m and time t
cψ,m,t CHP input power in scenario ψ, MG m and time t
hψ,m,t FC input power in scenario ψ, MG m and time t
νψ,m,t HP input power in scenario ψ, MG m and time t
rψ,m,t Room temperature in scenario ψ, MG m and time t
∆rψ,m,t Room temperature deviation in scenario ψ, MG m

and time t
fψ,m,t Floor temperature in scenario ψ, MG m and time t
wψ,m,t Water temperature in scenario ψ, MG m and time t
dψ,m,t Heat demand in scenario ψ, MG m and time t
αψ,m,t Input power of heat storage in scenario ψ, MG m

and time t
αψ,m,t Output power of heat storage in scenario ψ, MG m

and time t

βψ,m,t Input power of battery storage in scenario ψ, MG m
and time t

β
ψ,m,t

Output power of battery storage in scenario ψ, MG
m and time t

γψ,m,t Input power of hydrogen storage in scenario ψ, MG
m and time t

γ
ψ,m,t

Output power of hydrogen storage in scenario ψ, MG
m and time t

ωm Volume of gas bought from day-ahead market in MG
m

εm,t Volume of electricity bought from day-ahead market
in MG m and time t

εm,t Volume of electricity sold to day-ahead market in
MG m and time t

ρψ,m,t Volume of electricity bought from local MG market
in scenario ψ, MG m and time t

ρ
ψ,m,t

Volume of electricity sold to local MG market in
scenario ψ, MG m and time t

Parameters
ηb Efficiency coefficient for boiler
ηp Efficiency coefficient for PtH
ηc,el Efficiency coefficient for CHP electricity output
ηc,heat Efficiency coefficient for CHP heat output
ηh,el Efficiency coefficient for FC electricity output
ηh,heat Efficiency coefficient for FC heat output
COP Coefficient of performance for HP
Am,t Ambient temperature of MG m and time t
Rmax Room temperature upper bound
Rmin Room temperature lower bound
Wmax Water temperature upper bound
Nm Number of household in MG m
Lψ,m,t Household load in scenario ψ, MG m and time t
PVψ,m,t PV production in scenario ψ, MG m and time t
πψ,m,t Price of electricity in scenario ψ, MG m and time t
G Gas price
λψ Probability of scenario ψ
µ Penalty for temperature deviation
τ Transmission system cost
γ Distribution system cost

I. INTRODUCTION

A. Motivation and Background

Renewable energy sources (RES) connected to low or
medium voltage distribution grid are taking the lead in de-
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carbonization of the power systems and, by coordinating their
operation with local controllable assets, unlocks new flexibility
options on the side of end-users [1]. This can be further
increased when energy vectors, such as electricity, gas and
hydrogen, are coupled and operate in an integrated way. In
general, multi energy systems (MESs) incorporate different
energy vectors so that they function together and complement
each other through shifting and virtually storing energy in
different energy forms [2]. MES flexibility can be exercised
through demand response (DR), battery energy storage sys-
tems (BESSs), combined heat and power unit (CHP), heat
pumps (HP), power-to-hydrogen (P2H), and can have the scale
of local end-users [3], district level clustered options such as
MGs [4], virtual power plants [5] or energy communities at
the city or national scale.
Microgrid is a cluster of distributed energy sources, energy
storage systems, and controllable and uncontrollable loads,
presented as a single entity towards the grid. They can operate
parallel to the grid, but can also function autonomously in
island mode [6]. The goal of the MG operation is to provide
the most benefits to its stakeholders through security of supply,
better resource management and lower operation cost. The
rule of thumb says that the more flexibility the MG possess
the better it will be in achieving previously mentioned goals.
Ideally MG would have a device suitable for any occasion
that appears on the market and incorporates a wide variety
of different energy vectors. Realistically, devices are chosen
based on their investment costs, rate of return, MG operator
or stakeholders preferences, etc. In other words MG will
contain a set of devices, e.g. photovoltaic system (PV), BSS
and HP. This example might be sensitive to electricity prices
or BSS capacity during low PV production periods (e.g in
winter months). Collaboration of that MG with other MGs
which have alternative ways of producing electricity (e.g. CHP
plant) could be beneficial. A group of such MGs cooperating
together can greatly increase their overall flexibility and reduce
sensitivity on market changes and unfavourable periods. The
general concept of MES MG cooperation is shown in fig. 1
where three MGs cooperate together on local MG market and
also jointly participate in a global power exchange. Square
shapes represent energy conversion devices and tank shapes
present storage units, while flow of energy is defined with
colored lines: blue for electricity, orange for gas, yellow for
heat, grey for hydrogen and red for local MG market. The de-
veloped MES MG operational model considers the uncertainty
in RES production, MG consumption and electricity prices.
Imperfections in predictions of production and consumption
can lead to mismatch of import/export of electricity which
may lead to penalties. Electricity price predictions are used
for positioning MG on electricity day-ahead market. Coop-
eration of different MGs will thus lead to a reduction in
the risk of uncertainty. For real-world operational and market
implementations the modelling aspect would be adjusted to
capture realistic aspects of critical information privacy and/or
different entity ownerships. The following Section provides a
systematic literature review and detects gaps in the current

research body. It ends with a proposal of contributions that
address the identified issues.

B. Relevant Literature
Cooperation of multiple different MGs in an uncertain

environment (electricity market, RES production and energy
consumption) has been a topic of interest, however there are
still gaps in the literature, especially in terms of MES MGs and
interaction of different energy vectors. Reference [7] proposes
a chance-constrained optimization model of MG cluster. Four
different trading models are presented for 16 MGs with
same architecture but varying in size. Uncertainty parameters
considered are electricity prices and PV production. A case
of multi MG coordination is shown in [8] with multiple
objectives of cost minimization and independence from grid
maximization. It incorporates RES production as a stochastic
parameter, but does not incorporate other energy vectors
besides electricity. Free energy trading multi MG approach,
where every MG achieves same percentage of cost savings is
presented in [9]. MGs are only considered to have electricity
production from PV and wind to achieve 100% renewable
production. The model is created as a hybrid version of IGDT
(Info-gap decision theory) and stochastic programming with
RES production as stochastic parameter. In [10] the authors
present a local competitive peer-to-peer market for energy
trading (electricity, heat, cooling) of multi-carrier energy hubs.
Each energy hub separately optimize its day-ahead schedule
and then they compete on the local energy market. In the
day-ahead scheduling, energy hubs consider uncertainty in
price, generation and demand. A different approach is used in
[11] where multi-energy retailer competes in various energy
markets with the goal of selling energy bilaterally to con-
sumers. This approach transfers market risk from consumer
to the retailer. The retailer uses a hybrid robust-stochastic
approach for dealing with electricity price and consumption
uncertainty. Lyapunov optimization approach for energy trad-
ing of multi-energy MGs is presented in [12]. Energy trading
is designed as double-auction mechanism where MG submits
purchase/selling prices and volumes to external auctioneer,
who then by trading rules decide the accepted prices and
allocates energy to MGs.

Multi-energy systems are fairly researched area through
different concepts and model, from methods for sizing and
resource planing of MES [13] to energy management and
flexibility potential [14]. Reference [15] provides detailed
overview of MES concepts from various perspectives and with
different evaluation methods. Techno-economic analysis on
flexibility of MES considering investment cost and environ-
mental benefits is presented in [16]. Framework and benefits
of MES as an ancillary service provider are explored in [17].
Numerous other paper deal with optimal unit sizing and energy
management of MG [18], [19] or dynamics of MG [20].

C. Contributions and Organization

Most of the literature consider very similar MGs in their
research thus failing to show importance of different energy
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vectors. Also, they fail to emphasise benefits of MG coopera-
tion in risk reduction from uncertainty. Thus the contributions
proposed in this paper are summarised as follows:

• Define the benefits of multiple multi-energy microgrids
cooperation based on optimization of joint market par-
ticipation as compared to the individual case. The model
will incorporate mutual trading under local price signals
but also will discuss benefits of mutual energy exchange
with no charges.

• The paper develops a two-stage stochastic mixed integer
linear optimization model for day-ahead and real-time
scheduling of multiple microgrids where the interplay
of different multi-energy microgrids is enabled and com-
pared to individual market performance.

Rest of the paper is organized as follows: Model formulation
is presented in section II; case study description in section III;
results are presented in section IV; and section V concludes
the paper.

Fig. 1. Layout of proposed multi-energy MGs

II. MODEL FORMULATION

In this chapter the proposed model for multi MG coopera-
tion will be explained. It is cast as a two-stage stochastic mixed
integer linear model. Uncertainty in stochastic optimization
is presented through scenarios (ψ) and their probability of
occurrence (λψ). The optimization is done in two stages. In
the first stage a decision must be made before the realization
of uncertainty and in the second stage we optimize MGs
behaviour after the realization of uncertainty but considering
first stage decisions. Each stage has its own set of variables.
All equations are valid for each scenario, MG and hour unless
stated otherwise.

A. Mathematical model
The goal of the optimization is to reduce the expected oper-

ational costs considering uncertainty scenarios. The objective
function is shown in (1) as a weighted (λψ) sum of electricity
and gas bought/sold from/to the day ahead market, energy
exchanged between MGs, CHP and boiler start up cost and
penalty for temperature deviation.

Ψ∑

j=1

T∑

i=1

(εm,i · (πj,m,i + τ + γ) · λj − εm,i · πj,m,i · λj

+ρj,m,i · (πj,m,i + γ) · λj − ρj,m,i · πj,m,i · λj
+∆rj,m,i · µ · λj + Startj,m,i · λj) + ωm· (1)

Each MG contains a specific set of devices which is
defined prior to the optimisation. If the device is present in
the current MG the belonging constrains and variables are
included in the specific MG model. Most of the devices are
constrained with the minimum and maximum input power as
shown in (2), including: heat pump (HP), combined heat and
power unit (CHP), boiler, power to hydrogen unit (PtH) and
fuell cell (FC). In (2) ”var” represents a continuous variable
of production/consumption for a specific device and ”Xvar”
represents a binary variable which indicates if the device is
online. The boiler and the CHP are modelled with the start
up cost, so they need extra binary variables and constrains
(3), which set binary variable to ”1” if the device is started.
The relation between device’s input and output depends on a
device. Output of devices such as boiler and PtH is reduced
depending on its efficiency as shown in (4) and (5). Superscript
”O” denotes output variable. Please note that these output
variables are virtual i.e. they are not used in optimisation,
instead corresponding expressions (4)-(8) are used to reduce
the number of variables. CHP and FC have two different
outputs: electricity and heat. Their outputs are calculated using
electrical and heat efficiency as shown in (6) and (7). HP uses
coefficient of performance to calculate output power shown in
(8).

min ·Xvarψ,m,t ≤ varψ,m,t ≤ max ·Xvarψ,m,t (2)
Xvarψ,m,t −Xvarψ,m,t−1 ≤ startψ,m,t (3)

bOψ,m,t = ηb · bψ,m,t (4)

pOψ,m,t = ηp · pψ,m,t (5)

cO,elψ,m,t = ηc,el · cψ,m,t, cO,heatψ,m,t = ηc,heat · cψ,m,t (6)

hO,elψ,m,t = ηh,el · hψ,m,t, hO,heatψ,m,t = ηh,heat · hψ,m,t (7)

νOψ,m,t = COP · νψ,m,t (8)

We model different types of storage by following the same
logic where all are modeled in the same way. There are
three types of storage that MGs can have: battery storage
system, heat storage and hydrogen storage. Each storage has
to keep track of the amount of energy stored (SOE) shown in
(9). Variables ”in” and ”out” correspond to input and output
amounts to the storage and ”ηin” and ”ηout” are efficiencies.
Variables that are used for input and output amounts, as well as
for state of storage use equation (2) to constrain their bounds,
with the exception that the state of storage does not need
binary variables. Initial value of SoS is predefined and set
in the hour ”0” and SoS in the last hour must be greater or
equal than initial state.

SOEψ,m,t = SOEψ,m,t−1 + inψ,m,t · ηin −
outψ,m,t
ηout

(9)

Microgrids will also employ energy storage in form of smart
household heating. Model calculates various temperatures in
a house, a keeps them within the predefined threshold. This
approach enables load shifting of heating units while main-
taining the end-user comfort. It is based on the heat capacity
and heat transfer coefficients between room air, floor, heating
water and ambient based on its temperature. Equation (10)
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calculates the room temperature of the building based on its
previous state, floor and ambient temperature. Similarly (11)
calculates the floor temperature from its previous state, room
and water temperature and (12) calculates water temperature
from its previous state, floor temperature and heat input.
Equations (13) and (14) keep the room temperature between
certain predefined thresholds. The variable ∆rψ,m,t is used
for deviation of the temperature from this threshold in order
to increase the model feasibility, but it is severely penalized
in the objective function. The water temperature also has an
upper bound, which is constrained with (15). Initial values
for temperatures are predefined and set in hour ”0”. Also, we
consider that water temperature in the last hour must at least be
the same as the initial value. This model is a slight adaptation
of models taken from [21] and [22]. Thee referenced model
considers only one device for heating which is incorporated in
equation (12). Instead our model is expanded by introducing
the heat input variable (dψ,m,t) which can be produced by a
variety of different devices/units within the MG.

rψ,m,t = a11 rψ,m,t−1 + a12 fψ,m,t−1 + eAm,t (10)
fψ,m,t = a21 rψ,m,t−1 + a22 fψ,m,t−1 + a23 wψ,m,t−1(11)
wψ,m,t = a32 fψ,m,t−1 + a33 wψ,m,t−1 +Ddψ,m,t−1 (12)

rψ,m,t −∆rψ,m,t ≤ Rmax (13)
rψ,m,t + ∆rψ,m,t ≥ Rmin (14)

wψ,m,t ≤Wmax (15)

After the devices have been defined, they need to be
interconnected. Each MG can be composed of one or more
different energy types: electricity, gas, heat and hydrogen. For
each of these, a balancing constrain will be used. In case
the energy vector or a certain device is not present in the
modelled MG, equations or variables associated with it will
be omitted. Equation (16) is a heat demand balance equation.
Some devices are specific for a certain household, like HP,
while others are centralised for the entire MG. Devices that
are in each house have their value multiplied by the number of
households. Hydrogen that is produced must either be stored or
consumed as written in (17). Gas is bought from a day ahead
market in a single 24 hour bid as shown in (18). Lastly, (19) is
the balance equation for each hour. Variables for gas bid ”ωm”
and electricity bids ”εm,t” and ”εm,t”, are first stage decisions
variables and as such must be valid in each scenario. All other
variables are second stage variables and are different in all
scenarios. Trading between MGs is implemented using (20),
where variable ρψ,m,t is used if MGs buy electricity from each
other and ρ

ψ,m,t
if they sell electricity to each other. Trading

is implemented so that the purchased volumes are equal to the
sold volumes.

Nm · dψ,m,t = Nm · νOψ,m,t − αψ,m,t + αψ,m,t

+cO,heatψ,m,t + bOψ,m,t + hO,heatψ,m,t (16)

pOψ,m,t − γψ,m,t + γ
ψ,m,t

− hψ,m,t = 0 (17)

ωm =
T∑

i=1

(cψ,m,i + bψ,m,i) (18)

Nm · Lψ,m,t = Nm · PVψ,m,t −Nm · βψ,m,t +Nm · βψ,m,t
−Nm · νψ,m,t + cO,elψ,m,t − pψ,m,t + hO,elψ,m,t

+εm,t − εm,t + ρψ,m,t − ρψ,m,t (19)
M∑

j=1

ρψ,j,t =
M∑

j=1

ρ
ψ,j,t

(20)

III. CASE STUDY

The case study will incorporate three different MGs shown
in Fig. 1:

• The first MG will be fully electrified with heat pumps,
battery storage systems and photovoltaics in every house-
hold.

• The second MG will use gas devices such as CHP
unit and boiler in combination with heat storage. Each
household will possess a photovoltaic unit.

• The third MG is hydrogen based with PtH electrolyzer,
hydrogen storage and FC. Each household will possess a
photovoltaic unit.

Gas and hydrogen devices are centralised which means there
is only one of each in a MG. Rated power of each PV unit
in every household is 2 kW and will have 30 households.
Each battery has charging and discharging power of 1 kW
and the capacity of 5 kWh, with charging and discharging
efficiency of 0.9. HPs have input power of 4 kW and a COP
of 2.5. Input power of the central CHP unit is 450 kW with
electric efficiency of 22% and heating efficiency of 70%.
Backup boiler to that CHP has input power of 360 kW and the
efficiency of 85%. Heat storage can store up to 100 kWh with
input and output power of 50 kW and efficiency of 90%. PtH
is based on alkaline water electrolysis with input power of 152
kW and efficiency of 66%. Central FC has a rated power of
600 kW with electric efficiency of 37% and heating efficiency
of 52%. Hydrogen storage can store up to 1200 kWh with
input and output power of 600 kW and efficiency of 90%.
Devices that produce heating energy are sized so that they
have around 10 kW of thermal output per household. Specific
emissions of electricity from grid is 0.177 kg/kWh and for
gas is 0.202 kg/kWh. Sizing of devices and other mentioned
parameters are taken from [23]. Room temperature must be
kept between 19 °C and 24.7 °C based on research from [21]
and water temperature must not surpass 80 °C. Penalty for
deviation of room temperature is 30 e\°C. Three different
ambient temperatures (one for each MG) are taken for winter
day in Mediterranean Croatia. Gas price is not volatile as
electricity price so it will be used as deterministic value and
is equal to 28 e\MWh according to statistics from [24] for
Croatia.

Stochastic parameters used in the model are: PV produc-
tion, day-ahead electricity price and electrical demand of the
households. Nine scenarios are used in stochastic optimization
with different parameters arrays. Three arrays of values of
each stochastic parameters were generated for each MG and
then combined in nine different scenarios, considering equal
probability of occurrence. The day-ahead electricity prices are
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predicted using SARIMA (seasonal autoregressive integrated
moving average) model for Croatian power exchange [25]
from which price scenarios are created. The final cost of MG
buying electricity also includes transmission and distribution
network fees/tariffs which are set as fixed values. When MGs
are trading between themselves only the distribution network
fee is payed and when the MGs sell electricity either to
electricity market or between themselves they earn day-ahead
price. Electricity load profiles are generated using [26] and PV
production profiles using [27].

To analyse benefits of MG cooperation, five cases will be
examined:

• MGC - three different MGs with trading between MGs
enabled.

• TM - three different MGs with trading between MGs
disabled (variables ρψ,m,t, ρψ,m,t and constrain (20) are
removed).

• EE - three fully electric MGs with trading between MGs
enabled.

• Gas - three gas MGs with trading between MGs enabled.
• H2 - three hydrogen MGs with trading between MGs

enabled.
IV. RESULTS

The model is written in Python 3.8 and solved using Gurobi
9 optimization solver [28]. PC specifications are AMD Ryzen
5 3600 6-Core 3.59 GHz processor and 16 GB of RAM.
Computational time is of the order of 10 seconds.

Table I shows the values of the objective functions for the
MG cooperation model (MGC), the testing model (TM) and
for the cases with same MG types per MG. The savings
are expressed with regards to the MGC model. The total
cost of MGC is around 4.4% better than the TM on a daily
basis, meaning this is the value of intra MG trading option.
Interestingly, although the overall costs are lower, the third MG
has higher cost in the MGC model than in the TM model. This
comes as a result of how the optimization is set; it is trying
to lower the overall cost of the MGs and not their individual
costs. To even this out and provide incentives for each of the
MGs to participate in the trading arrangements, the central
entity optimizing all MGs would need to incorporate a cost
sharing mechanism similar to [29]; this is outside of the scope
of this paper. Fig. 2 presents accumulated electricity trade in
the day ahead market for all cases. Total gas volumes bought
are 15.5 kWh for MGC, 590 kWh for TM and 2273 kWh
for gas case. In addition to cost saving, MGC also lowered
total energy import by 22%. Decrees in import means that
MGs in MGC are more self-sufficient, because they are less
dependant on external sources of energy. In tearms of CO2

emissions MGC managed to have 25% lower emissions than
TM. Trade between MGs is mainly used to lower uncertainty
risk, which can be seen from fig. 3. There is significant change
in trade between scenarios as the MGs are trying to adjust
their operation based on their day-ahead schedule decision and
realization of a certain scenario.

Although MGC shows better results than the TM, the value
of multi-energy cooperation is not shown when comparing

TABLE I
VALUE OF OBJECTIVE FUNCTION FOR ALL EXAMINED CASES

MG MGC TM EE Gas H2
1 32.93 33.51 32.79 43.95 34.17
2 43.44 53.9 47.69 54.87 48.27
3 51.28 46.06 38.71 49.29 46.39

Total 127.65 133.46 119.19 148.1 128.83
Savings 4.35% -7.1% 13.8% 0.91%

TABLE II
PERCENTAGE DIFFERENCE BETWEEN MGC AND EE, GAS, H2 BASED ON

PRICE INCREASES
Price

Multiplier EE Gas H2

1.25 -6.83% 8.23% 1.03%
1.5 -6.69% 5.56% 1.1%
2 -4.89% 0.42% 2.64%

with the case of three EE MG, which have 7% lower cost
than the MGC. The explanation is rather simple as: i) the
price of electricity is low; ii) the EE has the most efficient
and most flexible electricity storage system and iii) heat pump
is, most of the time, the cheapest heat producer. The H2 case
is very similar to MGC, being only being 1% worse. The
cost is higher in H2 case because the roundtrip efficiency for
storing electricity as hydrogen is much lower than that of the
battery storage system and because electricity production of
fuel cell is dependant on heat consumption. The worst case
is Gas being almost 14% more expensive than MGC and
is even more expensive than TM. Gas case lacks flexibility
because electricity production of CHP and its heat storage
are highly dependant on heat consumption. Lack of flexibility
is somewhat mitigated with high amount of local electricity
trading seen in fig. 3. EE and H2 cases need the least amount
of flexibility from local energy trading, but sill utilize it for the
purpose of mitigating risk from uncertainty. Investment cost
analysis could improve results shown in this chapter, but was
not part of this paper.

Last analysis will show how are saving between MGC and
EE, Gas and H2 effected by price increase. Electricity prices
are incresed by 25%, 50% and 100% as shown in first column
of table II. EE and H2 cases seas their percentage difference
increased from the original case. Gas case becomes more
competitive as the electricity price rises, being very similar
to MGC at 100% multiplier.

Fig. 2. DAM bid in all cases (MGC, TM, EE, Gas, H2)

V. CONCLUSION

The goal of this paper was to show how multiple different
microgrids can cooperate together. Three different microgrids
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Fig. 3. Trade between MGs in all cases (MGC, EE, Gas, H2) and scenarios

are created: fully electrified, gas based and hydrogen based.
Trading between microgrids is done in a way so neither
participant is at a loss. Additionally, competing in a day-
ahead electricity market is considered. The uncertainties are
modeled through two-stage stochastic optimization, capturing
day-ahead electricity price, electricity load and PV production.
The cooperation model utilizing local energy trading was
found to be 4.3% better than a model without cooperation and
it also improved self sufficiency of MGs by lowering import
volumes by 22% and CO2 emissions by 25%. The case with
three electric MGs was found to be better than case where
all MGs were different, case with three hydrogen MGs was
slightly worst and case with three gas MGs had the worst
performance. The local energy trading was mostly used by
the models to mitigate risk of uncertainty and to better adjust
operation of MGs.
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[C1] M. Kostelac, I. Pavić and T. Capuder, "Mathematical model of flexible multi-energy in-

dustrial prosumer under uncertainty," 2020 International Conference on Smart Energy

Systems and Technologies (SEST), Istanbul, Turkey, 2020, pp. 1-6,

doi: 10.1109/SEST48500.2020.9203240

[C2] T. Capuder, M. Kostelac, M. Krpan and I. Pavić, "Multi-energy Microgrid Ability to Pro-
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povezanima sa područjem elektroenergetike financiranim od strane Hrvatske zaklade za znanost

i Europske unije. Takod̄er je sudjelovao u izrazi stručnih studija financiranih od strane privrede.
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